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Applications of the Coaxial Cavity Antenna in Time and
- Frequency ‘

Dr. Tim Holzheimer, P.E.
Raytheon
Tactical Systems
Garland, Texas 75042

Abstract:

A Coaxial Cavity antenna, developed and patented by Raytheon, exhibits low
dispersion over wide field-of-view (FOV) and multiple octaves. This antenna is
typically fabricated as a four point feed design. The antenna has now been
developed for use in the low frequency bands, for example 100 to 500 MHz, which is
the frequency application of this paper. Measured data is shown that illustrates the
Coaxial Cavity antenna performance in the lower frequencies. This is shown for
both a single Coaxial Cavity and for a dual Coaxial Cavity antenna. A second
application uses a Coaxial Cavity antenna in the time domain, which is the time .
application of this paper. This antenna uses a single Coaxial Cavity for an
instantaneous bandwidth of approximately 5 GHz. Performance is discussed as
compared to the performance of a measured TEM Horn. The antenna design is still
scaleable over multiple frequency ranges, and antennas have been built covering
frequency ranges from 20 MHz to as high as 44 GHz, with bandwidths on the order
of four and one-half octaves. Multiple polarizations can still be implemented.




1.0 Introduction:

The Coaxial Cavity antenna is one of numerous antennas that attain multi-octave
bandwidth. Other examples include spirals, sinuous, TEM type structures and other
variations such as Zig-Zags and Interlogs.[1-3] Extensive work with regard to wide band
‘or wide bandwidth antennas operating over multiple octaves has been performed by
numerous researchers such as Mayes, and others. The designs have accomplished multi-
octave frequency coverage, typically in the 2 to 18 GHz or 6 to 18 GHz frequency bands.
Unlike the Coaxial Cavity antenna these structures are generally traveling wave type
structures.[4] However, they are complimentary just like the Coaxial Cavity antenna.

The Coaxial Cavity Antenna was initially presented at the Antenna Applications
Symposium 2000.[5] This was the first time a published paper had been presented
describing the Raytheon patented Coaxial Cavity Antenna, which is shown in figure 1.
This antenna is fully scalable over any octave or multi-octave frequency range and has
been demonstrated over the 400 MHz to 40 GHz frequency range. This antenna design is
a balanced complimentary structure that has N discrete feed points, is light weight, and
generally is unloaded, i.e. no dielectrics are introduced into the cavity structure.

Applications that have been previously discussed include the incorporation of these
various coaxial cavity elements into systems such as interferometers, direction finding
arrays, tracking systems and various types of phased array antennas.[6-9]

Low Frequency designs, typically below 500 MHz, have not been reported until now. It
is desirable to have a coaxial cavity antenna that can operate all the way into the high
frequency bands. This paper will show results for a design that works to at least 100 MHz
and potentially lower, but not verified below 100 MHz due to existing antenna range

‘limitations.

In the same context, an extremely broadband design was attempted that allowed the
reception of a fast pulse in time. This requires that the antenna be low dispersion in order
" to minimize time distortion. The Coaxial Cavity antenna is a low dispersion device where
the phase center remains stationary at the center of the face of the antenna. This is the
reason that this antenna was designed initially for polarimetry.

{




0.5t020GHz (0.5-1,1-2)
Duat Polarized Coaxial Antenna
10.5” dia. X 7.5” deep, < 5.5 Ibs

20t080GHz(2-4,4-8)
Dual Polarized Coaxial Antenna
2.75” dia. X 2.0” deep, < 0.5 Ibs

Figure 1. Raytheon patented coaxial cavity antennas illustrating scaling.



2.0 Low Frequency Coaxial Cavity Antenna:

The Coaxial Cavity antenna is normally built in four-port configuration for most
applications. The use of symmetric feed ports allows for the application of different
phasing relationships that result in the formation of different radiation modes and control

of polarization reception.

The lowest frequency that the Coaxial Cavity antenna has been used was 400 MHz. This
has now changed with a scaled design that performs to 100 MHz at a minimum. The
antenna that was built and tested is 12 inches in diameter and 8 inches in depth with a
~ weight of approximately 15 pounds. The targeted frequency band of operation was 100 to
1 GHz for this antenna. It is noted that the Coaxial Cavity antenna is a scalable design
where design have been developed and tested that cover 500 MHz to 40 GHz in a single
aperture (This design is not discussed in this paper). With these designs the aperture
phase center stays at the center of the antenna and on the face of the antenna. This allows
the antenna to function in a polarimeter application outside the designed band of
operation, but only on the lower frequency side. . '

~ The Single Coaxial Cavity antenna that was fabricated and tested is shown in figures 2-4.
This is a single cavity antenna operating over a frequency band less than 1 GHz and is 12

inches in diameter.

Figure 2. Fabricated low band coaxial cavity antenna, front view.







The Low band Coaxial Cavity antenna was tested from 100 MHz to 2 GHz. The In-Band
frequency range is approximately 550 MHz to 1.1 GHz. Radiation patterns are not shown
above 1.1 GHz as the antenna becomes multimodal with bifurcation of the radiation
pattern and major skewing of the beam peak. However, at the frequencies below the In-
Band operational band, the radiation patterns are well behaved. The radiation patterns
become wider and harder to differentiate the backlobe from the mainlobe due to the
aperture size being to small. The aperture size for this effort was locked at 12 inches.
Figures 5 though 8 are measured radiation patterns from 100 MHz to 1 GHz. These
patterns illustrate the discussion on the radiation patterns.

The question that then becomes important is, what does the antenna gain look like? This
is shown in figure 9. The gain is highest in the In-Band area, bounces around in the high
* side of the Out-of-Band area and rolls off in the low side Out-of-Band area. The gain is
useable from approximately 1.1 to 1.2 GHz down to 100 MHz at a minimum. It is noted
that the size of the aperture was locked at 12 inches and the measured data implies that
the antenna could easily be used outside of the In-Band frequency range by
approximately 3 octaves. : ’ ‘

An additional investigation was made as to the feed size that should be used for
maximum performance. Two Coaxial feed lines were investigated that are 0.141 inch and
0.25 inch diameter coax. The 0.25 inch coax used for feeds had better performance both

. on the low side and In-Band frequency band of operation, with opposite effects on the -
~ high side of the In-Band frequency of operation. This is illustrated in figure 9 by looking

at the gain plots that verify the above findings. ' :
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Figure 9. Fabricated low band coaxial cavity antenna gain 100 MHz. to 2 GHz.

A modification was made to the single Coaxial Cavity antenna by adding a second

- coaxial cavity in the center. The-outer dimensions-of the-antenna-did-net-change. The ——-—-— -~

radiation patterns are as expected, that is equal in principle planes with no dips. The
radiation patterns are presented in figures 10 through 12 and the additional cavity gain is
shown in figure 13 for the additional band that covers approximately 1.2 to 2 GHz. The

‘patterns do show effects from ground reflections on the low frequency outdoor antenna

range that is seen in the cross-polarization results. Figures 14 and 15 show the measured
beamsquint. Figure 14 is for the 100 MHz to 1 GHz band where the big dip isdo to a
ground reflection on the outdoor antenna range and thus is not real. Figure 15 is
beamquint measured in the 1 to 2 GHz frequency band. The beam squint is negligible up
to approximately 1.8 GHz, but it is only 3 degrees or less up to 2 GHz. Part of this was
determined to be the result of a test fixture to antenna mount problem that was later
corrected with the resulting beamsquint more closely following the measured data from 1

to 1.8 GHz.
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" 30 Low Dispersion, Wide Instantaneous Bandwidth, Coaxial Cavity Antenna:

A version of the Coaxial Cavity antenna was built for large instantaneous bandwidth for
use in transient systems The antenna is pictured in figure 16 and is only 2.75 inches in
diameter and a maximum of 2 inches in total depth weighing approximately 8 ounces.
This Raytheon Coaxial cavity antenna (patent pending) is used both In-band and out-of-
band over the 100 MHz to approximately 5 GHz frequency range. The VSWR is
acceptable down to 100 MHz where the maximum is 12:1. Figures 17 and 18 show
measured VSWR data for this antenna both as a reference and where the antenna was not
quite assembled correctly. Figure 17 is In-Band for this antenna which is 2 to 5 GHz.
‘Figure 18 is Out-of-Band for this antenna which is 100 MHz to 2 GHz. Based on this data
and the knowledge that this design is low dispersion it was then applied to a transient
system. Figure 19 shows the measured impulse that is fed into the antenna with an
approximately 70 picosecond risetime. Figure 20 shows the received doublet with a slight
ringing after transrmssmn through the transmit antenna and then received through a
secondary antenna.

Flgure 16. Fabrlcated impulsive coaxial cavity antenna with instantaneous bandwidth
from 100 MHz to 5 GHz.
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Figure 20. Received pulse through Raytheon coaxial cavity antenna.

It should be noted that figure 20 shows a late time response that is typical in these types
of systems. The amplitude on the received doublet pulse shape is slightly off since the
antennas were not completely aligned to each other in height. However, this is still
useable in a transient system. Other data has since been collected where the doublet
amplitudes are correct, but are not included in this paper.

A TEM horn also exhibits similar VSWR over large bandwidths with low dispersion.
However, This type of antenna has open sidewalls that can receive energy in real world
applications. In addition, the TEM horn is extremely large when used for low
frequencies. This is unlike the smaller Coaxial Cavity antenna described.

15



4.0 Additional Applications:

Typical applications for these types of antennas, regardless of whether they are spirals,
horns or coaxial cavity antennas, are in use as interferometer elements, direction finders,
radar warning receiver (RWR) antennas, phased array elements, polarimeters and others.
The interferometer and the polarimeter place the most stringent requirements on the
antennas of the applications listed above. They require flat amplitude and phase over both
field of view and frequency of operation. Stated another way, if the antenna can radiate
an exact duplicate of an impulse then it will have the desired properties for use as an
interferometer and polarimeter antenna element. '

The elements described can be used at lower frequencies with a reasonable size for

' installation. Using the antennas out of band affords small direction finders at the lower
frequencies as an example. The transient response of the impulsive coaxial cavity antenna
lends itself for use in an imaging system. Preliminary data is shown in figures 21 and 22
where these antennas are used for both transmission and reception of impulses in an

imaging system.

Figure 21. Impulsive image of electrical conduit using
Raytheon impulsive coaxial cavity antenna.

16




3 Inch Sphere Buried 9 Inches
Below Ground .

Figure 22. Impulsive image of buried 3 inch sphere using
Raytheon impulsive coaxial cavity antenna.

The Capability to detect and image pipes and buried spheres provides numerous
applications of the Raytheon Impulsive Coaxial Cavity antenna. Details for further use in
imaging is the subject of a future paper.




5.0 Conclusions:

The coaxial cavity antenna has been fabricated, tested and described with data illustrating
its low dispersion performance in previous papers. The coaxial cavity antenna is

- scaleable over octave, multi-octave and any other desired frequency band. Numerous
aperture sizes can be determined based on desired operating frequency bands and desired
gain. The self-complimentary structure of the coaxial cavity antenna provides the
capability for both transmission and reception of any polarization. The Coaxial Cavity
antenna is completely scalable to any frequency band of interest.

‘Several Low Frequency designs, typically below 500 MHz, have been described. It is
desirable to have a coaxial cavity antenna that can operate all the way into the high
frequency bands. This paper showed acceptable results for a design that works to at least
100 MHz and potentially lower, but not verified below 100 MHz due to existing antenna

range limitations. :

" In the same context, an extremely broadband design was described that allowed the
reception of a fast pulse in time. This required that the antenna be low dispersion in order
to minimize time distortion. The Raytheon Impulsive Coaxial Cavity antenna is a low
dispersion device where the phase center remains stationary at the center of the face of
the antenna. This is the reason that this antenna was designed initially for polarimetry.

The Capability to detect and image pipes and buried spheres provides numerous
applications of the Raytheon Impulsive Coaxial Cavity antenna.

18
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Small Ultra Wideband Planar Antenna
V.IL Litvinov, R. Webb, M. Felman, M. Aretskin, and L.S. Sadovnik

WaveBand Corporation,
17152 Armstrong ave, Irvine CA, 92614

We designed the log-periodic type antenna and associated feed network for optimum
radiation pattern characteristics and good impedance match across a wide frequency
range. The design was founded on general principles of frequency independent and
electrically small antennas and then enhanced through simulation with the Ansoft 9 HFSS.
We found good agreement between the measured and simulated return loss. The 19”
diameter antenna has good matching characteristics over the extremely wide frequency
band of 40 to 6000 MHz, can be used for transmission as well as reception, is semi-
transparent to a visible light and can be rolled and stored in a small diameter tube.

1. INTRODUCTION.

Most antennas are inherently narrow-band devices. For a fixed antenna size, the main antenna
parameters (gain, input impedance, pattern shape, and secondary lobe level and distribution) will

‘vary with frequency. The frequency dependence also implies that to operate efficiently, an

antenna must be larger than a certain minimum size relative to the wavelength. That is, given a
particular frequency, the antenna cannot be made arbitrarily small, having to maintain a
minimum size, typically on the order of a quarter of a wavelength. Despite the size-operating
wavelength relation is still a problem in practical antenna designs, the electrically small antenna
is feasible as a result of some tradeoff between size and performance depending on an
application scenario.

Frequency independent antennas may be less demanding as for the’ smc—wavelength
constraint. There are general design principles the antenna should obey to be frequency
independent: radiating elements of the antenna should be symmetric and self-similar with respect

. to center. We studied an antenna with self-similar shape of the radiation surface—planar log-

periodic antenna that is expected to have flat electromagnetic response in a wide frequency range
[1]. Metal coating and substrate material were chosen to provide as much visible transparency as
possible when antenna is applied to a window. The maximal geometrical dimension of the

antenna shown in Fig. 1 is 19”.
2. ANTENNA CHARACTERIZATION

Simulation. Simulation of the antenna was performed with Ansoft HFSS 8.5 and 9. The
antenna comprises two wings connected by a metal frame as shown in Fig. 1. Feed port was
arranged at the end of 75 Ohm coaxial cable. The center conductor of the coaxial cable is
attached to the antenna through a metal pad and a frame. The outer conductor is connected to a

~ ground at a close distance to the antenna termmal (not further than the quarter of a shortest

wavelength).
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Fig. 1. a/ Sketch of the antenna fed by a coaxial cable; b/Close-up view of planar antenna in
Georgia Tech Research Institute (GTRI) indoor range.

Particular arrangement of the antenna elements at a feeding point and log-periodic shape
of the radiating elements provide good antenna-cable impedance matching and results in
_extremely wideband antenna capability. In order to preserve high accuracy the return loss was
simulated in separate frequency intervals. Predicted return loss is shown in Figs 2 to 4.
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Figs.2. Predicted return loss in the 20-400 MHz range.
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Test. Antenna impedance and far field characteristics were tested in the Georgia Tech Research -

Institute. The indoor antenna range allowed for the measurement of complex antenna impedance
from 45 to 6000 MHz. In addition, far field antenna pattern was measured from 200 to 6000
MHz, for both vertical and horizontal polarizations, and for elevations of 0, 30, 60 and 90
degrees. We explored the feasibility of rigorous experimental characterization over the entire 30
to 6000 MHz frequency range.

Fig. 5 represents the magnitude of measured antenna return loss from 45 to 1000 MHz, while
Fig. 6 shows that same parameter over the entire 45 to 6000 range of interest. Above 500 MHz
the return loss is better than 3 dB, indicative that the des1gn offers power transfer at one half the
theoretical limit. Below 500 MHz the worst return loss is 1.9 dB (130 MHz), implying power
transfer of 35 percent relative to the ideal case.
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Fig. 5. Measured antenna return loss from 45 to 6000 MHz

Far field behavior of the antenna was recorded under 128 sets of conditions. Specifically, the
device was measured at: 200, 300, 400, 500, 700, 1000, 1500, 2000, 2500, 3000, 3500, 4000,
4500, 5000, 5500 and 6000 MHz, vertical and horizontal polarizations, elevation angles of 0, 30,

60 and 90 degrees.

Because this design is most suited to source or load impedance of 75 to 100 ohms, measurements
were done with a 75 ohm source at frequencies up to and including 1500 MHz - the practical
limit for the best available 50-to-75 ohm transformer. Results at frequencies above 1500 MHz
are with the antenna terminated in 50 ohms. Fig. 6 represents typical plots for vertical and
horizontal polarization at 4000 MHz and 0 degrees elevation.
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a b/

Fig. 6 Antenna gain at 4000 MHz: a/ O degree elevation, vertical polarization; b/ 0 degree
elevation, horizontal polarization

The antenna demonstrated good impedance match and fairly acceptable gain performance over
the 45 to 6000 MHz frequency range, with that performance achieved with only a small
percentage of the overall antenna area requiring conductive metallization, an attribute that may
lend itself to realization of a nearly transparent antenna. The minimal conductor area in the
present configuration would allow the fabrication of a nearly optically clear structure with a
conventional conductor. After welghmg the relative metits of vacuum metallization of bare
plastic and also chemical removal of metal from clad plastics, the clear choice employed silver
applied to flexible polycarbonatc sheeting by conventional silk-screening techniques. Fig. 7
represents the antenna fabricated by application of % ounce silver (thickness ~ .00035”) to
0.010” thick polycarbonate. The antenna and associated cable and cable connector can be rolled

and stored in a 2” diameter tube.




Fig. 7. Silver/polycarbonate antenna attached to curved office window

Further improvement of antenna impedance match and gain over the full 30 to 6000 frequency
range is possible with the matching network. Fig. 8 illustrates the circuit, which employs a Mini-
Circuits TCM4-19 4:1 impedance transformer along with two chip inductors and two chip

- Fig. 8. Matching network for 30 to 6000 MHz antenna band

The matching network was designed based on the antenna impedance as measured at GTRL
Return loss is shown in Fig. 9a for the entire frequency range, and in Fig. 9b for 600 MHz and
below. In both graphs the red plot depicts the antenna alone while the blue results represents the
predicted overall performance with the matching network in place. The worst case return loss of
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4 dB corresponds to the antennas ability to deliver not less than 60 percent of available power to
a 50 ohm receiver.
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Fig. 9. a/ Return loss from 45 to 6000 MHz (a) and from 45 to 600 MHz (b). Predicted return
loss for antenna with matching network-dashed line. Measured return loss of antenna alone-solid

line.

3.0 CONCLUSIONS.

We have fabricated a nearly transparent version of the wideband antenna and have done so using
inexpensive materials and techniques. We have also designed a miniature matching network for
improved performance over the entire 30 to 6000 MHz band. Having log-periodic wings the
. antenna design differs from the original in that it actually presents qua31-log-per10d1c monopole

and does not employ the balanced feed.

[1] R.H. DuHamel, “Frequency independent antennas”, USA Patent, 2,985,879, 1961.
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Abstract: This work describes ongoing development of an embedded
sensor system for the early detection and prevention of deterioration of
reinforcing steel tendons within concrete bridge girders. These devices
will evaluate the condition of the steel tendon using ultrasonic techniques
and then wirelessly transmit this data to the outside world without human
intervention. The ultrasonic transducers and the interpretation of the
sensed signals that allow detection and prognosis of tendon condition are
detailed. Electrical characterization of concrete mixtures used in bridge
construction is conducted and a wideband microstrip antenna is designed
and fabricated to operate between 2.4 and 2.5 GHz when embedded in
such a medium. Simulations and measurements of the embedded antenna
element are presented. Transceiver selection and implementation are
discussed as well as future work in operational protocols, sensor
networking, and power sources. By implementing commercially available
ofi-the-shelf components whenever possible, these devices have the
potential to save millions of dollars a year in evaluation, repair and
replacement of reinforced concrete girders.
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1. Introduction

Highway systems are aging and slowly deteriorating, causing upkeep and
replacement costs to continuously increase. This deterioration is caused
primarily by corrosion occurring on the reinforcing steel tendons (rebar) used
in these concrete structures. Assessment of the condition of these tendons is a
difficult task, considering the steel is usually buried beneath 8 or more
centimeters of concrete. There are no definitive empirical methods for
detection of deterioration. Therefore repairs and replacements are based on
mainly visual indications of failure. The cost of inspecting, rehabilitating and
replacing degraded pieces of structures in the United States alone, using the
current methodology, is estimated to be near $210 billion dollars [1]. With
proper testing methods that require fewer visual inspections and provide more
accurate information about the condition of the steel reinforcement, this
expense could be drastically reduced.

Current and proposed methods of evaluating the degree of steel tendon
degradation can be imprecise and do not provide an accurate representation of
what is occurring within the concrete. Visual tests are comprised of observing
cracks in the girders and rust occurring on the outside of the concrete. The
degradation has then progressed so far that a majority of the structure needs to
be replaced. Other evaluation methods range from ground penetrating radar
(GPR) to dragging a chain on bridge decks and listening for echo
discrepancies in order to characterize the interior of these concrete structures
[2-4]. Pinpointing positions of decay with ground penetrating radar is
problematic due to several practical considerations, such as multi-level
interference and the lack of a definitive method for interpretation of decay
extent.

Some proposed methods involve embedding devices into concrete in order to
perform tests within the structures and transmit information to the outside
world [5-7). The devices relay information about the corrosion factors
(usually chloride ion concentration) within the concrete. These devices,
however, are completely passive until a reading unit is placed near them, still
requiring human interaction to obtain any data. Another method [8] involves
embedding long sections of fiber optic cables into roadway and bridge
structures to test for similar parameters. Fiber optics, however, must be placed
within the entire structure and allowed an outlet from the concrete. These
devices are designed to test for the proper conditions for corrosion to occur but
do not actually test for corrosion damage. Therefore, they may report
excessive levels of chloride ions or extreme temperatures whether or not the
tendons are still healthy.
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The purpose of the present project is to create a system of wireless embedded
sensors that utilize ultrasonic techniques to test the condition of reinforcing
tendons in concrete girders. Prestressed concrete bridge girders are
constructed in dedicated factories that have stringent control over the process.
The steel tendons are held under tension while the concrete is formed around
them. The tendons are cut, causing the girders to bow; bowing counteracts the
weight of the fully formed bridge that these girders support. A cross section
of a bridge girder is shown in Fig. 1a. The devices will be mounted directly to
the steel tendons as shown in Fig. 1b. These will interact in a large network to
characterize and locate any corrosion damage in the reinforcing steel. The
information gathered from the sensors will be relayed to an independent base
station situated on the exterior of the bridge, which will upload that
information via the commercial cellular network to the department of
transportation.

Creation of these devices necessarily requires input from an interdisciplinary
team. In the following two sections, we discuss two important aspects of this
system: the active ultrasonic techniques used to sense the tendon condition and
the electromagnetic design that enables wireless communication of this data
from within the girder itself.

Antenna

Transducer

Reinforcing
Tendon

(a) . b

Fig. 1: Cross section of pre-stressed girder with approximate positions of
reinforcing tendons shown (not to scale) (a) and proposed sensor implementation
mounted to reinforcing tendon (b).

2. Ultrasonic Sensing and Data Interpretation
The mechanics of corrosion in reinforced concrete leads to an expansive
product (rust at the cathode) and a loss of steel reinforcement diameter (at the

anode) [9,10]. These reactions degrade the strength and aesthetics of the
concrete structure due to disruption of the bond at the interface between the
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steel and the surrounding concrete, loss of steel cross-sectional area, and
longitudinal cracking in the concrete with rust stains. Fig. 2 illustrates the
progressive general phases of degradation in reinforced concrete due to
corrosion.

COWCRETE

Fig. 2: Progressive phases of corrosion degradation in reinforced concrete

Currently, there are several techniques being developed to assess the
degradation of concrete structures due to corrosion [10]. Among these, the
use of guided ultrasonic waves has been proposed as a methodology for
detecting and evaluating structural degradation caused by the corrosion
. process. Many sources provide a good analytical review of ultrasonic waves
in cylindrical waveguides [11,12,13,14]. Guided ultrasonic waves have also
been used to detect simulated corrosion degradation in reinforced concrete
specimens including small notch defects [15] and debonding [16]. Rose et al.
have also discussed the importance of using ultrasonic guided waves for
inspection in industrial processes [17].

Guided waves are combinations of longitudinal and shear waves that
continually interact with the boundaries to form a composite wave [17].
Energy flows mainly along the direction of the guiding configuration [18]. If
the geometry of the waveguide affects the flow of energy, then the speed and
attenuation of the waveform that has propagated through the waveguide
should give a strong indication of its geometry. For example, Chung
measured the change in the speed of a transmitted ultrasonic pulse for
different diameters of concrete embedded reinforcement [19]. His findings
confirmed that the geometry could be determined from the group velocity of
guided ultrasonic waves. For the current investigation, guided ultrasonic
waves will be used to assess simulated corrosion damage in the form of
debonding between the embedded steel and the surrounding mortar.

Specimens were manufactured to simulate the entire range of possible
delamination to estimate the feasibility of the technique in detecting corrosion
damage. To simulate bond loss at the interface between the steel tendon and
the surrounding concrete, a range of different lengths of tape were wrapped
~ around the steel reinforcing bars (bar size #4) to inhibit bond during hydration

of the surrounding mortar (0.45 water to cement ratio). The reinforcing steel




bars, with 106.68 cm (42”) in length, were centered within the surrounding
mortar specimens, which had the dimensions 10.16 cm x 10.16 cm x 91.44 cm
(4” x 4” x 36”). Twelve specimens were manufactured, with the length of the
tape starting at 7.62 cm (3”) and ending at 91.44 cm (36”) (completely
debonded) in 7.62 cm (3”) increments. The tape started on each specimen at
the end where the sending transducer was mounted. Fig. 3 provides an
illustration of the test specimens.

25% Debonded

50% Debonded ¢

75% Debonded =

100% Debonded — s

Fig. 3: Schematic diagram showing four test specimens with increasing
amounts of tape-simulated debonding.

A broad range of frequencies was evaluated to test the specimens. A lower
frequency range was used for final testing to avoid high attenuation of the
waveform. However, Pavlakovic et al. found that higher frequency testing
bands may attenuate less due to lower amounts of energy leakage to the
surrounding concrete because of the wave structure of the generated higher
guided wave mode [15]. In the first experiment, a single rectangular pulse
with a pulse width of 6.25 ps was used to excite the sending transducer. The
pulse had a peak-to-peak voltage of 200 V. The filter was set with a high pass
frequency of 75 kHz and a low pass frequency of 85 kHz, with a gain of 40
dB. The specimens were tested with direct (parallel to the tendon) and
indirect (perpendicular to the tendon) transducer arrangements using the
equipment setup shown in Fig. 4.
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Fig. 4: Schematic diagram of laboratory testing setup showing the transducer
mounted in direct transmission.

Fig. 5 shows the ultrasonic signal energy versus percent of debonding for the
manufactured specimens where energy is defined as the integral of the square
of voltage over the signal duration. In Fig. 5, four measurements were
collected for each delamination length. The coefficient of determination is
0.89. Fig. 5 indicates that as the amount of debonding converges to 100%,
more energy arrives at the receiving transducer. Leakage of ultrasonic energy
to the surrounding mortar is thought to decrease as the bond between the steel
and mortar decreases. Similar results were obtained using an indirect
transducer arrangement, where the transducer is mounted perpendicular to the
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E 10 -
5 1] y = 0.086¢1%%
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» R°=0.89
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Debonding (%)

Fig. 5: Signal energy vs. percent of debonding using
a direct transducer arrangement.
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tendon [10]. Fig. 5 shows that as debonding increases incrementally in
reinforced concrete, changes in energy allow for its detection and size
estimation.

In a second experiment, a tone burst of 15 rectangular pulses with a pulse
width of 3.33 ps was used to excite the sending transducer. The pulse had a
peak-to-peak voltage of 200 V. The filter was set with a high pass frequency
of 50 kHz and a low pass frequency of 300 kHz, with a gain of 40 dB. Fig. 6
shows the area under the power spectral density curve versus the percent of
debonding, using a direct transducer arrangement for the frequency band of
100 kHz to 200 kHz. '

10 -

y = 0.0145¢%%%
R?=0.96

-t
1

Area (volts * MHz)
[=]

a - | » Trials
0.01 - X Mean
= 95% Confidence Limits
0.001 : T T ,
0% 25% 50% 75% 100%

Debonding (%)

Fig. 6: Area under the power spectral density curve vs. percent of debonding
using a direct transducer arrangement. :

The coefficient of determination for the exponential trend line is 0.96. Fig. 6
indicates that less energy leaks into the surrounding mortar as more debonding
occurs. Similar results were obtained for an indirect transducer arrangement.
Fig. 6 shows that change in the area under the power spectral density curve
can also be used to detect and estimate the amount of delamination between
the steel tendon and surrounding mortar. ‘

Active ultrasonic transducers will be integrated into the final package that will
be embedded into concrete girders. The final package will also include the
radio and antenna necessary for wireless communication of the sensed data.
The design of these components is discussed in the next section.
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3. Electromagnetic Design for Wireless Communication

3.1 Frequency selection

Two different frequency bands were considered for the operation of the
wireless communication link for this system. The FCC allocates several
different bands for the general use of Industry, Science and Medicine (ISM).
These bands do not require special permits and only require that systems not
interfere with each other. Two ISM bands, 2.4 to 2.5 GHz and 5.725 to 5.85
GHZ, were considered due to the available bandwidth for data communication
and the relatively small antenna size that would be required. The 2.4-2.5 GHz
frequency band was chosen for this system due to the availability of off-the-
shelf radio components. ‘

3.2 Electrical Characteristics of Concrete

The electrical properties of the concrete used in girder construction were
investigated to enable accurate modeling and design of the antenna that will be
embedded in the structure. Two different mixtures of concrete were tested for
their relative permittivity, permeability, and conductivity from 1 GHz to 3
GHz. These mixes, currently used in the construction of highway bridges, are
detailed in Table 1.

Conctitnent Tvne Mix #1 (The/A  Mix #2 (Tha/fth)
Cement Tune I Partland Cament’ 77 41 34130
Fine Aggregate River Sand 41.85 ‘ 32.94
Coarse Aggregate  Trap Rock (3/4”) 6741 66.41
Water Tap Water - 9.85 11.59
Silica Fume Force 10,000 (Grace) 1025 7.26
Superplasticizer ADVA Flow (Grace) 0.186 0.607
Accelerator CaCl, . 0.014 0.037

Table 1: Content of Concrete Mixtures
Others have characterized the electrical properties of various concrete

mixtures over frequency [20]. Rhim et al. [20] tested various samples of
concrete over a large frequency range including 1 to 20 GHz. Near 2.4 GHz,
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he reports that the relative permittivity was approximately 4 while the
conductivity was close to zero. To confirm this information for our particular
mixes, samples of concrete were fabricated and measured. Samples were cast
and allowed to air-dry for a minimum of seven days. All the samples were
formed into cylinders with diameters of 7.62 (3”), 10.16 (4”), and 15.24 (6”)
cm. Each contained a slot to accommodate the dielectric probe that was used
to measure the electrical properties of the concrete samples.

The Hewlett Packard 8507A Dielectric probe was used in conjunction with an
Agilent 8510C Network Analyzer. Using this probe, the electrical properties
of the various size and sand content samples were gathered. The findings of
these tests are comparable to Rhim et al.’s findings [20]; the average relative
permittivity of Mix #1 was approximately 4 while the conductivity varied
between 0 and 0.04 Siemens/m. The permittivity and conductivity of Mix #2
were noticeably higher than the previous findings, having a relative
permittivity of approximately 7 and conductivity near 0.1 Siemens/m. This
result is most likely due to the higher proportions of cement and water in Mix
#2. :

The amount of expected signal loss within concrete at this frequency is found
using Eq. (3). In Eq. (1), y is the complex wave propagation coefficient; a the
attenuation coefficient; B, the wave vector number; «©, the angular frequency
(equal to 2nf, where f'is the operating frequency); p, the permeability; ¢, the
permittivity; and o, the conductivity. These calculations indicate that the
attenuation of a signal within concrete will be very low. In 10 cm (approx. 4
inches) of concrete, a signal will only lose approximately 2.11 dB in Mix #1
concrete and 6.49 dB in Mix #2 at an operating frequency, f, of 2.448 GHz.

7=a+jﬂ=%\/€_—+jw‘/y_g )

a=2 ﬂ[!‘ip_] @
2Velm
Loss[dB]=a[-—Nﬁ]x0.l[m]$<8.656[£] ©
m Np

3.3 Antenna Selection, Design, and Simulation

A microstrip antenna design was chosen for this application, since the rugged
planar design lends itself well to integration with the rest of the embedded
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package and will not disturb the structural integrity of the concrete girder.
Unfortunately, a standard microstrip patch has a very narrow bandwidth (~2%)
[21], which makes it unsuitable for operation in the chosen frequency band.
Thus, a microstrip U-slot antenna was selected because it expresses a far
greater operational bandwidth (~10%) than a standard patch antenna [22].
Using the design methodology described by Weigand et al. [23], a U-slot
microstrip antenna was specified to operate between 2.4 and 2.5 GHz when
embedded in concrete. The U-slot antenna was designed on a substrate with
permittivity of 2.2 and thickness of 3.175 mm. A diagram of the antenna with
dimensions is provided in Fig. 7.

Fig. 7: Diagram of U-slot antenna with dimensions
shown. :

The Weigand method of designing a U-slot antenna allows for placement of
the resonance points -- points where the imaginary component of the antenna’s
input impedance is zero. After designing the resonance points of the antenna
using Weigand’s method, the antenna design was further optimized using a
commercial electromagnetic computational package [24] to be impedance
matched at the appropriate frequencies when embedded. Another simulation
package, Ansoft HFSS® [25], was also used to evaluate the design and
_compare results before the design was fabricated. Fig. 8 provides a
comparison of the simulated return loss (S11) obtained from the two simulation
packages when the antenna is simulated below 5 cm of concrete. This data
indicates that the antenna exhibits an acceptable impedance match (with [Syj|
less than -9.54 dB and VSWR (voltage standing wave ratio) below 2:1) in the
24-2.5 GHz frequency band when it is embedded in concrete.
Radiation patterns of the embedded antenna are discussed in the next section.
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Fig. 8: Simulated return loss (Sy;) and impedances in air (a) and concrete (b).

3.4 Antenna Fabrication, Testing and Results

After verifying that the antenna would present an impedance match within the
required frequency band, a prototype was fabricated. Using Rogers Duroid®
5880 as the substrate material, the antenna shown in Fig. 9a was created along
with a choke and cable long enough to extend out of a concrete block as
shown in Fig. 9b. The choke ensures that the long metallic cable attached to
the antenna does not radiate and distort the pattern of the antenna element.
The return loss (S;;) and radiation patterns of this assembly were tested before
being embedded into the concrete specimen. Measurements in air agreed very
closely with the simulations and are not included here for brevity. In air, the
antenna exhibits a uniform radiation pattern that is consistent with a microstrip
patch antenna [21].

The antenna assembly was then coated with a spray-on plastic coating to
electrically isolate it from the concrete. Next, the antenna was encased in a
sample of Mix #1 concrete measuring 20.32 cm x 20.32 cm x 30.48 cm (8” x
8” x 12”). The antenna was embedded halfway into the block so that it was
about 10 cm away from the concrete face. This distance was judged
comparable to the space between the bottom tendons and the face of the
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(@) (®)
Fig. 9: U-slot (a) and assembly (b)

concrete girder. Care was taken to maintain proper alignment and placement
within the concrete specimen. A picture of the completed embedded antenna
for test as well as a graphic of the simulated version of the embedded antenna
in HFSS® are provided in Fig. 10. The cable extends far enough out of the
concrete block to be connected to test equipment without inducing any
mechanical stress on the cable.

@

Fig. 10: Antennas embedded in concrete specimens
(a) physical specimen (b) modeled in HFSS®.

The concrete block assembly was then tested with the network analyzer and
the return loss and radiation patterns were measured and compared to the
simulated data (Fig. 11). The operating band of the embedded assembly
(defined by a return loss less than -9.54 dB) encompasses the range from 2




GHz to well above 4 GHz as shown. The measurements show a larger
bandwidth than expected and the antenna operates well in the 2.4-2.5 GHz
band. The increased bandwidth of the embedded prototype is most likely due
to inhomogeneities (i.e., aggregate and small air pockets) in the concrete
sample that were not included in the simulations. The far field radiation
patterns of embedded concrete assembly were measured in an anechoic
chamber. The test setup in the anechoic chamber, pictured in Fig. 12, was
reinforced to support the weight and size of the concrete specimen. The far
field patterns of the assembly are shown in Fig. 13 along with simulation
results from HFSS® using a conductivity of 0.1 Siemens/m (which is slightly
higher than expected
for this mixture of
concrete). Again, the
presence of
inhomogeneities in the
concrete specimen can
account for the
difference in effective
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conductivities. The
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approximately -7 dBi.
Fig. 11: Measured return loss (Sy;) in concrete
compared to simulated results.

'Fig. 12: Embedded assembly in concrete specimen in the
anechoic chamber for radiation pattern tests.
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Fig. 13: Measured and simulated radiation patterns in the E-plane ($=0" (a)
and H-plane (6=90°) (b) of the embedded antenna assembly in concrete.

To determine the maximum possible range of the embedded assembly using
an antenna with —7 dBi gain, the Friis Transmission Formula (Eq. (4)) was
used [26]. This is the standard equation used for determining the received
power in a typical line-of-sight wireless transmission. The following
assumptions were made for these calculations:

' the embedded transceiver broadcasts (Ps) with 1 mW ( 0 dBm)

receiver sensitivity (minimum P;) is -80 dBm

gain of the TX antenna (Gy) is —7 dBi

gain of the RX antenna (G,) is 6 dBi (typical patch antenna in
air)

e mismatch factor (q,) is 0.98 (found using the network analyzer)

12 2
PL =me¢qlDrerqur lp"'ptl Ps (4)
e,D, = G, erDr = G’ (5)
4R R,
9= ”
|2, +2Z4|
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The maximum range found using Eq. (4) under these conditions would be 87
meters. For most bridge applications, this range will be perfectly adequate to
send a signal between the embedded transmitter and the local base station.

3.5 Transceiver Selection

Based upon the previous choice to use the 2.4 to 2.5 GHz ISM band, a suitable
transceiver was sought to allow proper control and up to 200 mW of output
power. A transceiver from Aerocomm (AC5124C) was selected that offers a
suitable package size with straightforward programming capabilities. It can
transmit in 77 non-interfering channels using frequency hopping spread
spectrum techniques. Each radio transceiver can be programmed to
communicate with a specific module or modules using unique media access
control (MAC) addresses. A development kit from the manufacturer enables
transceiver programming as well as -communication testing through a
computer program. This program also contains a diagnostic tool that will
‘repeatedly send prearranged packets back and forth between two radios to
“verify their operation. To verify that the embedded antenna transmits and
receives data, one radio transceiver was connected to the embedded antenna
inside the concrete block and a receiving antenna was attached to a simple
monopole antenna in air. Placed 7 meters apart, the two devices exchanged
data with a packet error rate of about 0.1%. This level of performance is more
than adequate for this application based on the projected frequency of data
collection and time between wireless transmissions.

4, Future Work
4.1 System-Level Design and Implementation

Completion of the project requires solutions to several system-level issues.
We are currently designing wireless network configurations and system
protocols that minimize the amount of time the modules must be fully
powered.  Additionally, we are implementing a suitable low-power
microcontroller with adequate memory that will control both the sensing and
communication aspects of module operation. Finally, we are investigating the
inclusion of moldable gel battery packs and energy scavenging techniques to
power the embedded sensors over the useful lifetime of the girder. We
anticipate that local bridge base stations will be designed to blend in to the
aesthetics of the structure and will be powered using rechargeable solar
technology.

4.2 Accelerated Corrosion Tests and Transducer Configuration

To evaluate the ability of the proposed system to evaluate/characterize
.corrosion damage, accelerated corrosion tests are currently being conducted.
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Prior to accelerated corrosion, each specimen has been cured for twenty-eight
days and immersed in a 5% NaCl bath for an additional three days to ensure
uniform moisture distribution. Then, a copper mesh is used as the cathode
and the reinforcing tendon is used as the anode for the reaction. The voltage
and current are continuously monitored to estimate the percentage of corrosion
using Faraday’s Law. The percentage of corrosion estimated in this way has
been confirmed by actual measurements of the mass loss of the steel
reinforcement after being removed from the surrounding concrete. To further
develop the proposed sensing system, ultrasonic transducers will also be
mounted orthogonal to the tendon (indirect transducer configuration) on a long
continuous beam. Accelerated corrosion will again be induced at certain
locations along the beam to confirm the effectiveness of the proposed system
to remotely detect/characterize corrosion damage. '

5. Conclusions

This work describes ongoing development of an embedded sensor system for
the early detection and prevention of deterioration of the reinforcing steel
tendons within concrete bridge girders. These devices will evaluate the
condition of the steel tendon using ultrasonic techniques and then wirelessly
transmit this data to the outside world without human intervention. These
wireless embedded sensors are designed to present minimal volumes to
maintain the structural integrity of the concrete girder. The work outlined here
shows the feasibility of both the detection of tendon conditions as well as the
wireless link that will enable communication of this data to the outside world.
Using commercially available off-the-shelf components, implementation of
these devices has the potential to save millions of dollars a year in evaluation,
repair and replacement of reinforced concrete girders.
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Abstract: The Balanced Antipodal Vivaldi Antenna (BAVA) is studied to
determine its characteristics and to develop design data. Single elements
operate well as traveling-wave-like antennas, and they may be useful in small

‘arrays. In large arrays, modeled here as infinite arrays, numerical

simulations show that three operating bands may be possible, and that
impedance anomalies bound the most useful operating band. The parameter
studies indicate some control of the anomalies is possible. Predicted array
bandwidths of 1.4:1 have been achieved concurrently with a second, low-

frequency operating band.

1. Introduction

As electronic systems have gained the capability to operate over wider
bandwidths and as military and civilian operations have become more dependent
on RF and microwaves for communication and sensing, the demand for wideband
and multiband antennas has increased. Furthermore, high performance antennas

. often require electronic beam steering, which necessitates a phased array. The

Vivaldi antenna, first appearing in 1979 [1], has been the initiative for the
research towards a wide bandwidth single element radiator. Several generations of

" this antenna has been developed such as the Linear Tapered Slot Antenna
(LTSA), Constant Width Slot Antenna (CWSA), Broken Linear Tapered Slot

Antenna (BLTSA) [2]. The Bunny Air Antenna has also shown appreciable
bandwidth [3]. For multi-band, widescan and dual polarized phased array antenna
systems, exponentially flared versions of the stripline-fed notch [4] have been

‘developed and are the dominant solution for multioctave scanning arrays. The
- design of these antennas has been aided by modem computational tools, which -

have enabled parameter studies that elucidate performance and that lead to design

curves [5].
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The Antipodal Vivaldi Antenna (AVA) was introduced in 1988. The AVA utilizes
a tapered transition from microstrip to antipodal slot line [6]. However, the
antipodal conductors cause the electric field vector to skew, producing a cross-
polarized field, even in the boresight direction, that is not constant over the
operating bandwidth. The Balanced Antipodal Vivaldi Antenna (BAVA)
eliminates the boresight cross-polarization by using a triplate structure [7]. The
BAVA uses an exponential flare into a three conductor slotline to slowly rotate
the opposing electric field vectors of the triplate (stripline) mode into substantially
parallel vectors for which the cross-polarized portions cancel, in the boresight
direction. Hall’s work on the BAVA is limited to single elements and linear
arrays. No published data has appeared for the BAVA in a planar array
environment as would be used to achieve an ultra-wideband, widescan and dual
polarized phased array system. Munro [8] has studied the BAVA in an infinte
array, but those results were not published outside reference [8] because
experimental results for small arrays seemed to be at odds with predictions from
numerical simulations. Today, computational EM tools are available to replicate
Munro’s work and to extend it to more thoroughly study BAVA arrays. An error
- in Munro’s work as reported in [8] has been discovered, eliminating the
discrepancy with experiments. This paper reports the results of an initial study
intended to better understand the performance of these antennas and to develop
design guidelines. Although this goal is not yet fully met, several useful insights
have been gained and are presented. '

2. Design Parameters and Method of Analysis

The design parameters of the BAVA are defined in Figure 1. The configuration
uses two arcs and an exponentially tapered curve. The arcs are elliptical

transitions forming a balun that is compromised of two quarter ellipses with

vertical axes, Cr2 and Cr3, and horizontal axes, Crl and Cr4. For all of the data

‘ 'prcsented here, Cr2 = Ci3 = (Ha — Fw)/2. The metallic BAVA fins, therefore,

have a vertical edge of length G = (B — Ha)/2. The tapered curve is an exponential

transition with an opening rate, R, so that the curve is defined by the equation:

y=ce® +c, » )
. where
G = Zzz_yllzz S @
e 2_e 1
C, =——-————y‘e: — yf: - - (3)
et —e™!
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where (y,,z,)and (y,,z,) are points at the start of the curve and the aperture,
respectively.

The antenna has an aperture height, Ha, which can be smaller than the element
height, B. In an array environment, the parameter A = H-plane spacing and B = E-
plane spacing. Substrate parameters define the dielectric properties, namely the
dielectric permittivity, €, and substrate thickness, t.

Three different electromagnetic computational tools were employed to compute
the input impedance and the radiation patterns. The primary computational tools
for the simulations presented here are Ansoft HFSS [9] that uses Finite Element

- Method (FEM), and CST Microwave Studio that uses the Finite Integral Time
* domain (FIT) solver [10]. A code that was developed at the Antenna Lab of the

University of Massachusetts [11, 12], which is a Frequency Domain-Method of

. Moments (FD-MoM), has been used to verify the infinite array results from HFSS

and CST. All simulated designs were excited using a stripline port normalized to

- 50Q.

1

[a] | [b]

Figure 1: Structure of the Balanced Antipodal Vivaldi Antenna (BAVA). [a] Top
view with all metal parameters. The hatched area is on the surface of the substrate
and forms the ground plane of the stripline in the feed region. An identical

" conductor is located at the lower surface of the substrate. The lightly shaded area

represents a conductor embedded in the middle of the substrate and forms a
tapered stripline transmission line in the feed region. [b] Isometric view showing
the substrate parameters.

3. Single Element Study .

A common approach to the design of narrow bandwidth arrays begins with an
examination of an isolated element. Although mutual coupling effects contribute
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significantly to phased array performance, especially wide bandwidth arrays, the
study of isolated elements, sometimes provide insights into array performance, as
well as quantifying the element behavior. Munro and Schaubert have
parameterized a number of isolated elements by tailoring the opening rate and
studying the radiation pattern behavior with and without a ground plane [8].
Because of the relevance of that work to this study, some of their results have
been reproduced and are shown here.

The fixed parameters used for the studies reported in this section are listed in the
table below.

Table 1: Fixed Parameter Values for Isolated BAVA element

Crl 1.39 cm
Cr2 1.39 cm
Cr3 1.39 cm
Crd 401 cm
Fs 1.50 cm
D 6.90 cm
t 0.158 cm
& 2.32
Fw 0.121 cm
Ha 2.90 cm
G 0.0 cm
B 290 cm

Three features of the single, isolated BAVA are:

e As the opening rate decreases, the lowest frequency at which the
* VSWR achieves useful values also decreases. However, there is a
large hump in the VSWR plot that eliminates frequencies above
the initial operating band, Fig. 2a. At frequencies above this hump,
lower opening rates offer more usable bandwidth than higher rates.

e The beamwidth of the radiation pattern broadens and the gain
decreases as the opening rate increases, Fig. 2b and Fig. 3.

e Adding a ground plane behind the BAVA eliminates the backward
radiation, but introduces reflection nulls and impacts the
~ beamwidth, Fig. 4.
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Figure 2: Effect of opening rate (R) on performance of an isolated BAVA. [a]
VSWR. [b] Beamwidth and gain performance at 12 GHz. R=1.0, 1.5, 2.0, 2.5 and
3.0
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[} w0
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Flgure 3: Radiation pattern beamwidths vs. operatmg frequency [a] E-plane. [b]
H—plane R=1.0,1.5, 20and25
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Without a Ground Plane With a Ground blane

[c] [d]
Figure 4: Effects of | ground plane on radiation pattern. [a] and [b]'E-plane. [c]
and [d] H-plane. R=2.0. ' '

The BAVA shown in Fig.'5 was built on RT/duriod 5870 substrate with a relative

dielectric constant of 2.32 and total thickness of 62 mils. The input impedance of

the fabricated element measured from 0.5 to 15GHz depicts periodic peaks of the

resistance and oscillations of the reactance. This behavior is typical in wideband
BAVAs. From 6 to 15GHz, the VSWR is less than 2.1, with a mean value of

about 1.5. From 3 to 6 GHz, the VSWR is generally better than 2.5, and could be

- improved by another design iteration. The figure also demonstrates a good

agreement between results from measurements and simulation using HFSS and

CST.
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Figure 5: Measured and computed performance of an isolated BAVA. [a] Photo
of the element. [b] Model used for simulation in CST and HFSS. [c] Resistance.
[d] Reactance. R=2.0. Note: The reference plane for these impedances is at the
end of the 1.5-cm stripline section visible in (a) and (b), i.e., at edge of substrate.
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It is typical for single notch antennas to have a low frequency cut-off when the
‘aperture height, Ha, equals to Amax/2 or when the antenna depth, D, is less than 1-2
tires Amax, Where Amax is the low frequency’s wavelength. The optimized BAVA
design whose calculated VSWR is depicted in Fig. 6 has Ha=4 cm=0.6
wavelength at 4.5 GHz, where the antenna begins its continuous operating band.
Except for a region near 16 GHz, the VSWR is less than 2 up to 20 GHz.
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‘Figure 6: Calculated VSWR of an optimized design of balanced antipodal Vivaldi
antenna (BAVA) isolated element. t =0.316 cm, €r=6.15, Fw=0.103 cm, R=1.75,
B=Ha=4.0 cm, G= 0.0 cm, Cr1=6.1 cm, Cr2=Cr3=1.94 cm, Crd4=2.0 cm, Fs=3.0
cm, and D=11.1 cm. A

4. Subarray of Balanced Antipodal Vivaldi Antennas

A five-element, E-plane lincar array was fabricated using RT/duriod 5870
laminate. The 5-port scattering matrix was measured and used to compute the
active reflection coefficient, Fig. 7. The radiation pattern of the fully driven array
is almost symmetric in the E-plane and H-plane. The E-plane half-power

beamwidth is approximately 45 degrees while it is about 140 degrees in the H-
plane and the computed active gain of the linear array is about 7.0dB at 3.0GHz.
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Figure 7: The performance of 5x1 linear BAVA subarray. [a] Photo of subarray.
[b] Rendering of subarray model used in the CEM simulator. [c] Active return
Jloss from measured [S] parameters (broadside beam). [d] Simulated E and H-
plane radiation pattern of the array when all elements are excited at 3.0 GHz.

The design parameters for the elements are listed in the table below.

Table 2: Design Parameter Values for BAVA element in 5x1 Linear Array

53

Crl 1.10 cm Fs 2.70 cm Fw 0.121 cm

Cr2 1.10 cm D 490 cm Ha 2.40 cm

Cr3 1.10 cm R 1.20 G 2.40 cm

Crd 1.10cm t 0.158 cm B 3.00 cm
& 232




Fig. 8, Fig 9 and Fig. 10 show that simulations with HFSS and CST agree
‘reasonably well with measurements.

Element #5 #4 #3 #2 #1

[e] T
Figure 8: A comparison between broadside active input impedance of 5x1 linear
subarray obtained from measured [S]-parameters and HESS and CST simulations.
[a] Element arrangement in subarray. [b] Element # 1. [c] Element #2. [d]

Element #3. [e] Element #4. [f] Element #5.
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Figure 9: Comparison of E-plane embedded element patterns obtained from

measured data and HFSS simulations at 2.8 GHz. Dashed is x-pol.
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Element 4
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Figure 10: Comparison of H-plane embedded element patterns obtained from
measured data and HFSS simulations at 2.8 GHz. Dashed is x-pol.
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Referring to the data collected from the measurement and simulations:

e Results from the HFSS and CST computational models qualitatively agree
with the measured data.

e The embedded E-plane pattern is slightly skewed. It has a dip at 55
degrees that disturbs the symmetry of the pattern, but it is better than AVA
antennas where a pattern dip occurs at 40 degrees [6, 7, 13].

e The BAVA elements are not symmetric, i.e., the inner fin is completely
embedded in dielectric whereas the outer fins lie on the surface of the
substrate. Therefore, the return losses of elements #1 and #5 are not equal
and the radiation patterns are not mirror-symmetric.

¢ The anomaly that occurs consistently in all of the 5 elements around 4.0
GHz may be a self-induced anomaly since it also shows up in the
reflection coefficient of the isolated element as seen Fig 11.

100
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Figure 11: Input impedance of an isolated element taken from the 5x1 linear
subarray.

5. BAVA in an Infinite Array Environment

The single, isolated BAVA has radiation and impedance characteristics that
suggest it may be useful as an element in a wide bandwidth array. In this section,
a computational study of the BAVA in an infinite array is described. The impact



- of four key design parameters is illustrated by means of parameter studies. These
studies recall that the desirable characteristics of single elements, as described in
this paper and elsewhere [7, 14, and 15}, may be overwhelmed by anomalies. In
the early development of Vivaldi arrays, anomalies often were encountered [5],

but eventually many of them were understood and can be avoided, for example

[16].

It is worthy to note that the asymmetric nature of the BAVA antenna (center
conductor inside the dielectric substrate and outer conductors exposed to air)
makes this antenna unsuited for phased array simulation in a metallic waveguide
[17]. The asymmetry of a BAVA array and the mirror symmetry of a waveguide
simulator are depicted in Fig. 12. Because a BAVA array cannot be simulated in a
waveguide, the only means to asses the performance of a large array, other than
building the array, is by using computational models as is done in this paper.

Waveguide
Simulator's
conducting walls

Or

CEM Simulator
Periodic Boundary

Unit cell of
BAVA

[b]

‘Floquet mode
is applied

ee ) . ee

[c] : [d]
Figure 12: Infinite array evaluation in waveguide and CEM simulators.
[a] Sketch of large array of BAVA with periodic unit cell around the central
element. [b] Single BAVA element used in a periodic unit cell of a waveguide
and CEM simulator. [c] Equivalent infinite array of BAVA represented by the v
. waveguide simulator. [d] Equivalent infinite array of BAVA represented by CEM

models.




Because it is not practical to experimentally validate computed results for large,
finite BAVA arrays, the results presented here have been checked by comparison
of results from two or more different CEM tools. '

a. Wideband Balun’s Design

In order to accurately evaluate the effect of the design parameters (Fs, B, Ha, and

- R) the transition from stripline to triline must be designed to have minimum effect

on the behavior of the BAVA. A stripline-triline-stripline test circuit was modeled
and the results shown in Fig. 13 demonstrate that the computed input impedance
on low permittivity substrate (er = 1.0 and er = 2.32) is not significantly affected
by the balun. In this paper, a fixed design of the balun section of the BAVA is
used in all the simulations, Crl = Cr2 = Cr3 = Cr4 = 1.7cm. This results in a
semicircular arc at the balun.

. . N . N . s .
1 15 F] 26 3 a8 ¢ as s
Frequency (OHE)

[a] ‘ : [b] ,
Figure 13: Stripline-triline-stripline transition test circuit. [a] Return loss . Insert is
the HFSS model. [b] Insertion loss. t = 0.158cm, er={1.00, 2.32 and 10.2} and

Fw={0.226, 0.121 and 0.0286}cm respectively, B=4.53cm, Cr1=Cr2=1.7cm. The
length of the triline section is 3.00cm.

b. Discussion of the Results of Infinite Array Analysis

The design parameters can be classified into three categories, substrate, array and
element, as illustrated in Fig. 14.
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Figure 14: Element, Array and Substrate parameters.

Substrate parameters (& and t): In order to minimize the number of parameters
under study and to eliminate the uncertainty that is associated with guide
wavelength of an inhomogeneous structure, the substrate was fixed to free space
with a thickness t = 0.158cm. Based upon previous studies of Vivaldi antenna
arrays, it is expected that the salient trends of dielectric-loaded BAVAs will be
similar to those of the dielectric-free antennas. The impact of substrate
permittivity can be evaluated in a future study. ‘

Array parameters (A and B): The H-plane spacing, A, and E-Plane spacing, B,
determine the frequencies at which grating lobes enter real space and also affect
mutual coupling. Furthermore, note that the metallic fins are affected by the E-
plane spacing because the straight section of length G must satisify G = B — Ha.

Element parameters (Crl, Cr2, Cr3, Cr4, Fw, Fs, Ha, B, R and D). These

parameters have the greatest impact on the shape of the metallic fins. In this

paper, only Fs, B, Ha and R are explicitly varied. Note that D varies with Fs, so

~ there is an implicit variation of D in the parameter study of Fs. As noted earlier,
. Cr1=Cr2=Cr3=Cr4=1.7cm for the studies here. Also, Fw = 0.226cm.

The fixed parameters used for the studies reported in this section are listed in the
table below.

Table 3: Fixed Parameter Values for Infinite BAVA Array Studies

Crl 1.7cm t 0.158 cm
Cr2 1.7 cm & 1.0 v
Cr3 1.7cm : Fw 0.226 cm
Crd 1.7cm A 4.53 cm
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Since this study was motivated by the work of Munro [8], the BAVA design from
that work is used as a starting point for the analyses presented here. Fig. 15
depicts the performance of this antenna, for which four anomalies are observed at
2.18 GHz, 3.26 GHz, 3.94 GHz, and 4.4 GHz. The antenna has two operational
(VSWR < 2:1) bands at 0.5 GHz and 2.6 GHz. For each of these operating bands,
the bandwidth is Fy/Fp ~ 1.25. The grating lobes enter visible space when the
array operates at 3.31 GHz, above the frequency of Anomaly #2.

Anaomaly#2 ) Anaomalyss
Ansomaly#l . Anigomaly#3
L NV
\/ Y - |
i AL
- i N
& ‘ » = n
: E_” { . l/&/)' J
8 02505075 1 125 1.5 .75 iF::S.: ;;:] 32525 175 4 42545 45 v 0 0:5 ; 15 2!,.@.1;: (osel 3 3.‘5 J4 4.5
\_W_J )
Bend# 1 Band #2
[a] | | [b]

Figure 15: Performance of Munro’s BAVA infinite array. [a] Return loss. [b]
Input impedance. R=0.7, B=4.53cm, Ha=3.525cm, G=0.5025cm, Fs=4.1cm, and
D=7.5cm. '

The studies that follow relate particularly to the two operating bands identifiable
in Fig. 15. The lower operating band, near 0.5 GHz, is relatively independent of
the parameters studied so far. The other operating band is limited by anomalies #1
and #2, and potentially by the onset of grating lobes, if Anomaly #2 can be moved
above 3.31 GHz. For some parameter values, the return loss between anomalies
#2 and #3 is greater than 10 dB, allowing a third operating band. Although this is
above the frequency corresponding to 0.5-wavelength element spacing, it may be
useful for applications that require only limited scanning.

In this paper, the parameter study of infinite arrays of BAVAs is conducted for
several values of B, Ha, R, and Fs, so the entire test set consists of 108 test cases.
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All input impedance data shown here are for the antenna operating in an infinite
array with broadside beam and the array has a ground plane at the base of the

elements.

e Opening Rate (R) and Aperture Height (Ha)

The design presented in figure 15 has been parameterized for a set of opening
rates, R, and aperture heights, Ha. The positions of all four anomalies are
approximately independent of those two parameters, but the shape and depth of
the curve between the anomalies is affected. Therefore, the operational bandwidth
of the array can be altered by proper choice of R and Ha. Fig. 16 shows contour
plots of the bandwidth ratio Fu/Fy, versus R and Ha. Lighter colors mean the array
has more bandwidth. Fig. 16a relates to the operating band between anomalies #1
and #2, whereas Fig. 16b relates to the operating band between anomalies #2 and
#3. Since the anomaly locations are not particularly sensitive to R and Ha, the
highest frequency of each band does not change dramatically over the range of
these parameters, as indicated in the tables with each plot.

a7 os 08 1

04 05 (13
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05 o7 L)
ApartuniElem ont vedh H JB) ritio
~ Fisan range Standard Deviation (0) | (" Eanrange | s Standard Deviation (o) l
E 2.55GHzZ- 3.126h2 I 0-14 over 99 sampk i | 3.62GHZ 4.20Ghz_| 0.11 over 98 samples

[a] [b]

Figure 16: Design guide to achieve maximum bandwidth from Ha and R
parameter study. Contours define constant values of Figh/FLow ratio for each
operating band. [a] Band #2. [b] Band #3. R=0.7, B=4.53cm, Fs=4.1cm,
D=7.5cm, Ha={4.53, 4.25, 4.00, 3.75, 3.525, 3.25, 3.00, 2.75,2.5,2.25, 2.00,
1.75, 1.5} and R ={0.1,0.2,0.3,0.4, 0.5, 0.6,0.7, 0.8, 0.9 and 1.0}.




The results of the R and Ha study can be summarized as follows:

Band 1, near 0.5 GHz

Although the data for this operating band are not shown in Fig. 16, Band 1 has a
relatively constant bandwidth Fy/Fr, ~ 1.2 — 1.3.

Band 2, between Anomalies #1 and #2

The largest bandwidth is obtained when the element’s aperture height, Ha, is at
least 0.85 times the E-plane spacing in the array. That is, the section labeled G in
Fig. 14 should be small. The associated opening rate is approximately 0.8. Good
performance can be obtained for values of Ha that are as small as 0.5B if the
opening rate is reduced to about 0.6. For all cases depicted in Fig. 16a, no grating
lobe is present.

Band 3, between Anomalies #2 and #3

If operation above the frequency corresponding to 0.5-wavelength element
spacing is allowed, bandwidth on the order of 5 per cent can be achieved in this
band. However, these bandwidths are not achieved for the same set of R and Ha
that yield good performance in Band 2. Hence this operating band may not be
useful unless a different set of fixed parameters can be found to allow
. simultaneous operation in both Bands 2 and 3.

Within each of the operating bands, the radiated field is linearly polarized in the
boresight direction, as expected.
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¢ Element height (B)

The antenna height, B, defines the E-plane spacing of the elements in the array.
Fig. 17 shows the return loss of a BAVA as the element height increases from 3.6
cm to 4.53 cm. :

Retum Loss [dB]

2 N 1 N L PR § Y " L 2
0 05 1 15 2 25 3 35 4 45 5
Frequency [GHz]

Figure 17: Variation of return loss with element height. R=0.7, Fs=4.1 cm, D=7.5
cm, Ha=3.525 cm, and B=(3.6, 3.75, 4.0,4.25 and 4.53}.

These results are summarized as follows:

Band 1, near 0.5 GHz | | |
* This operating band is affected only slightly by the element height.

Band 2, between Anomalies #1 and #2

Anomaly #1 moves lower in frequency as B increases and the impedance match is
good throughout Band 2. Therefore, increasing B increases the usable bandwidth
of Band 2. The maximum value of B shown in Fig. 17 is 4.53 cm, which is equal
to A. This value of element spacing results in grating lobe onset at 3.31 GHz.

Band 3, between Anomalies #2 and #3

This band is not usable for the particular parameters chosen here.

Since anomaly #1 has a large impact in the bandwidth of Band 2, it would be
‘useful to understand its cause and then to eliminate it. (Anomaly #2 occurs

relatively near the frequency corresponding to the onset of grating lobes, so it is
not so crucial to the bandwidth performance of the array.) So far, we have not
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identified a single parameter or a useful relationship that controls the frequency of
anomaly #1. For the particular parameters used in Fig. 17, anomaly #1
corresponds closely with the frequency at which the open circular region near the

* balun is one wavelength in circumference. The parameter variation in Fig. 17 is

achieved by increasing the length G (see Fig. 14) while keeping all other
parameters constant. Increasing G also increases the circumference of the loop.

At anomaly #1, there is a strong current flowing around this region and the
currents on all three conductors of the triline section of the balun are
approximately in phase instead of resembling the desired transmission line mode,
Fig. 18. This suggests that a loop resonance of this region may contribute to
anomaly #1. However, anomaly #1 has been found to be sensitive to H-plane
spacing, A, of the array, so this loop resonance cannot be determined from only
the physical size of the region.

. Figure 18: Surface current density of BAVA in an infinite array, 2.2GHz. The

lightly shaded area is on the surface of the substrate. The dark area is the
conductor embedded in the middle of the substrate. [a] A unit cell of 3-elements
within an infinite array environment. [b] An enlarged window as marked in (a).
R=0.7, Fs=4.1cm, D=7.5cm, Ha=3.525cm, R= 0.7 and B=4.53. :

e Flare-side Depth (Fs)

The effect of changing the flare-side depth, Fs, is shown for a few cases in Fig.
19. Since D = Cr1 + Cr4 + Fs, the antenna depth also varies in these plots.

65



——— F3u5.79
--= F3$25.125
~en F=d.1

——r F3x346
— F3228

% U BV § SV R—
0 0.5 1 15 2 25 3 35 4 48 5

Figure 19: Variation of return loss with flare depth. R=0.7, B=4.53 cm, D=7.5 cm,
Ha=3.525 cm, and Fs={5.79, 5.125, 4.1, 3.46, 2.8}.

Observations from the flare-side, Fs, study:

Band 1, near 0.5 GHz

The center frequency of this operating band moves lower as Fs increases, while
the bandwidth and impedance match at the center frequency remain relatively
constant.

Band 2, between Anomalies #1 and #2

~ Anomaly #1 is not affected by the changes in Fs, but anomaly #2 is strongly
affected, moving downward as Fs increases. However, the frequency of anomaly
#2 is not uniquely related to Fs. In studies that are under way and not yet
completed, anomaly #2 is found to be sensitive to Cr4 and D, also. The
impedance match and useful bandwidth of Band 2 is quite sensitive to Fs. For the
shortest value, 2.8 cm, the return loss is no better than 13 dB, and the useful
bandwidth (VSWR < 2) is less than one-half the frequency range between the two
anomalies. For Fs = 3.46 and 4.1 cm, the antenna is well matched in Band 2 and
the useful bandwidth is a large fraction of the frequency range between the
anomalies. As Fs increases further; the useful bandwidth is pinched off as
-anomalies #1 and #2 approach each other. : '

Band 3, between Anomalies #2 and #3

This band is not useful for the particular parameter values used here. Although the
plot suggests that the return loss is more than 10 dB for Fs = 5.79 cm, there
appear to be additional anomalies in this band, making it of doubtful value.
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6. Conclusion

Balanced Antipodal Vivaldi Antennas have been studied as single isolated
elements, and in a 5x1 linear array and infinite arrays. The goal of these studies is
to better understand the performance of these antennas and to develop design
guidelines. As of this time, that goal is only partially fulfilled. However, some
-important characteristics of the antennas have been identified and the impact of
certain design parameters has been quantified. With these understandings, it is
possible to determine appropriate applications for BAVA antennas. As our
- understanding increases, it may be possible to extend the operating frequency
range of these antennas so that they become even more useful

The single elements operate well if they are large enough to support a traveling-
wave-like mode of operation. Their resistance and reactance display peaks and
oscillations somewhat like those observed in stripline-fed Vivaldi antennas. The
5x1 linear array was not optimized, so no conclusions can be drawn regarding
applications. However, it is clear that this small array radiates a well-formed beam
and that the interior elements have an acceptable impedance match.

Extensive computational studies of infinite arrays of BAVAs have revealed three
potential operating bands and three troublesome impedance anomalies. The lower
operating frequency band was relatively constant in the studies conducted here,
and not much effort was devoted to determining how to control this band of
~operation. The primary band of interest here is referred to as Band 2 and it lies
between anomalies #1 and #2. The highest frequency of this operating band is, for
appropriate parameter choices, not too different from the frequency at which
grating lobes begin to enter visible space, i.e., the elemént spacing is one-half
wavelength. This makes Band 2 attractive for phased array applications. The
lower frequency of Band 2 is limited by Anomaly #1. The dependence of antenna
bandwidth and of anomalies #1 and #2 on four key design parameters is
illustrated by the parameter studies, but definitive relationships between the
parameters and antenna performance have not yet been determined.
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Log-Periodic Networks of Resonant Circuits: Models for
Wideband, Electrically Small Antennas
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Abstract:

A parallel resonant (tank) circuit can be specified by the three
element parameters, G, L and C. An alternative way of specifying the circuit
is to use the natural (resonant) radian frequency, ®y, the conductance at
resonance, G, and the “characteristic admittance”, ¥,. The premise of this
paper is that another resonant system, with geometry far removed from that
of the tank, will have (near resonance) approximately the same impedance as
the tank when the latter three parameters are used to determine the
parameters of the tank. An electrically small conical radiating resonator
(CRR) is used as an example of this relationship. Results of both modeling
and measurements are used to demonstrate the equivalence. Since the
radiating system converts more of the input power into radiation as the
frequency increases, the agreement away from resonance is improved when
the value of G increases with frequency in the appropriate way.

The impedance bandwidth of the system is increased when several
tanks are connected in series. Choosing the resonant frequencies of the tanks
to form a log-periodic progression provides, in some sense, optimum
performance. The wide band impedance of the network of series-connected
tanks can be reproduced by a set of nested CRR’s. Once a specific
realization, such as the CRR, is chosen, it may be possible to introduce an
alternative model that is more specific to the physical system. In the case of
the CRR, a section of transmission line can be used to represent the TEM
guide formed by the region between two concentric cones. Once again,
results of both modeling and measurements are used to demonstrate the
degree of equivalence.

1. Introduction

A nested set of conical radiating resonators (CRR) has previously been introduced
as a type of wideband, electrically small antenna [1]. The similarity between such
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antennas and a log-periodic (LP) network of resonant circuits provides
considerable insight into the operation of the antenna. Although computer
solution of discretized integral equations will often produce a greater degree of
accuracy [2], computer-aided analysis of approximate models is usually much
faster and requires a smaller amount of computer resources. Furthermore,
consideration of a circuit model may suggest several alternative ways to achieve a
desired operation [3]. This work is not intended to replace computer modeling,
but was carried out in parallel with efforts to improve the subsectional
representation of nested sets of CRR.

'2. The Tank Model

First, we seek to establish that the impedance of a parallel resonant (“tank™)
circuit is similar to that of a single conical radiating resonator. The notation used
herein to describe the parameters of the tank circuit is given in Figure 1. L and C
denote the inductance and capacitance, respectively; the reactive elements that are
responsible for the resonant behavior. The unavoidable loss in the inductance is
accounted for by the resistance, R, in series with L. Practically, the loss in the
capacitor, C, may be negligible, but the parallel conductance, G, is nevertheless a
useful parameter when adjusting the impedance of the tank to mimic that of an
antenna, wherein G would account for the effect of the radiation.

The radiating structure to be the object of attention here is a rotationally
symmetric, low-profile device constructed from two concentric, conducting cones
as shown in cross section in Figure 2. The radial distance from the (virtual)
apices of the cones and their rims is a. The lower cone has a hole of radius, amin,
that is also the inner radius of the shield of a coaxial cable that is connected to the
lower cone at the periphery of the aforementioned hole. The center conductor of
the coaxial cable is connected to the tip of the upper cone. The coaxial cable is
thus connected to the concentric cones in a manner that provides a path for the rf
power supplied to the cones from a source at the far end of the cable. The power
transmitted from the source to the cones, by means of the cable, is confined
between the cones from the cable-cone junction to the aperture formed at the
outer radius of the cones, where a portion of the power is radiated. The system
thereby performs the function of an antenna, converting guided to radiated power.
The power that is not radiated at the aperture is reflected back toward the source.
In the absence of reflections at the coax-antenna junction, the reflected power will
travel back along the cable to the source where, cable and source being matched,
it will be absorbed.

A basic premise of this paper is that the impedance behavioré of a tank and a
single CRR, as functions of frequency, are similar. In support of this contention,
we first develop expressions for the input admittance of the circuit of Figure 1.
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Y=G+(joC+ ) (1.1)

R+ joL
For an ideal inductor (R = 0), the resonant (radian) frequency, @y, is given by the
condition, B = 0:
o = 1
N/ 7e

By defining a “characteristic impedance”

-
C
Equation (1.1) with R = 0 can be recast as
2
1- 2)'
Y=G—j—mw-°-— (12)
2z
@

0

Once the desired performance, in terms of Z. and wp, has been obtained, the
circuit parameters can be obtained from

=% andc=—1_. (1.3)
0)0 wOZc

When R is not zero, Equation (1.1), when written in terms of @y and Z, becomes

2
1-[3] +RG +jZ[RY, +GZ,]
| @,

Y = 0
R[l +j 2 —Z—c—]
@, R
Figure 3 shows how the input impedance varies with the choice of Z, = I/Y.. As
Z_. becomes larger, so does the value of the resistance at resonance. Choosing Z,

properly, therefore, will produce a match between the tank and any reasonable
desired value of resistance, i.e. the characteristic impedance of a feeder.

(1.4)
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The resistance at resonance is also affected by the other parameters of the tank.
This dependence must also be considered even though the variation of the other
parameters is likely to be limited. For example, Figure 4 shows how the
impedance locus is affected by the value of R, the resistance in series with the
inductance. The minimum value of this resistance is established by the quality
factor of the inductor. Increasing the resistance is most likely limited by the
desire to maintain the efficiency of power transfer, e.g. from the input to the
conductance, G. '

3. The (radiation) conductance

When using the tank as a circuit that has behavior approximately equivalent to
that of an antenna, loss must be added to account for radiation. For the radiating
conical resonator shown in Figure 2, the conductance element, G, is used for this
purpose. Figure 5 shows how, for certain fixed values of R and Z, the input
impedance depends upon several values of G.

It is apparent from the above results that, although the general shape of the
impedance locus remains the same for a wide variety of parameters, the size and
location of the locus upon the Smith Chart is significantly different for the
different values of R, L, G and C. So it is now in order to show that the
impedance of a conical radiating resonator has the same general shape and that
there are values of R, L, G and C that make the performance of the tank roughly
equivalent to that of the CRR, at least over some band near resonance.

To provide experimental data a single CRR was constructed with the following
parameters: 8;,= 90 degrees, 6,= 80 degrees, a = 7.3 cm, amin = 0.0635 cm. The
antenna was resonated at sizes that were electrically small by placing wires across
the aperture. Four 22-gauge wires produced resonance at 521 MHz where the
radius is 0.127A (ka=0.8). A photograph of a physical model of the CRR is
shown in Figure 6. Figure 7 is a Smith Chart showing the input impedance
measured for the antenna of Figure 6. The general shape of this locus is certainly
of the same form as those of Figures 3, 4 and 5. The task at hand is to find the
values of R, L, G and C that produce the best correspondence between the
computed and measured results. To this end we first, for the sake of simplicity,
assume that the value of R is negligibly small. From Equation (1.2) we see that G
= Y at the frequency where B = 0. This equation also links Z, with B. By setting
K = o/wg, and taking the derivative of B with respect to K, we find that

2

Z = (1.5)

L]
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Figure 8 recasts the measured impedance data into conductance and susceptance
versus frequency. From these data, we find that the frequency of zero
susceptance (K=1) is 521.4 MHz and that the normalized (to 0.02 S) conductance,
g, is 0.0765 there. Evaluating the slope of b (B normalized to 0.02 S)

db
—| =755 1.6
[dK L (0

so that z, = Z,/50 = 0.265, wp=3.276 x 10° rad/sec, L = 4.85 nH, and C = 19.18
pF. Figure 9 is a repeat of the measured data of Figure 7 plus the impedance of
the approximately equivalent tank circuit. Although only three numbers (z;, @o
and g) were used as parameters of the tank, the agreement between the measured
and computed data is good over a wide frequency band. The main discrepancy is
apparently caused by using a constant value of g over the entire band. Since the
antenna radiation will increase with frequency, a better model would replace the
constant g with one that varies with frequency.

The aperture of a CRR most closely corresponds to a source in the form of a
closed loop. The radiation resistance of a small loop of electric current increases
as the fourth power of the frequency [4]. The radiation conductance of a small
loop of magnetic current would behave in a similar way. We would expect that
such a model would most accurately represent the radiation from the CRR.
Having selected the constant value of g to match the data measured at resonance,
the frequency-dependent values would be given by

gcf)=g(fo)(§) o

Figure 10 presents once again the comparison between the measured and
computed data. However, this time the conductance is allowed to vary with
frequency as indicated above. Also, the frequency band covered by the
computations for the tank has been adjusted to correspond more closely to that of
the measured data. The discrepancy between the two data sets has almost
disappeared, although there remains some difference between the reactances at
the upper end of the band.

4. Effect of loss in the inductor

A further refinement of the tank circuit can be made by including the loss in the
inductor (value of R). Actually, the measured input impedance for the antenna
includes this effect and it can only be separated from the radiation loss by
evaluating the efficiency of the antenna. An equivalent tank circuit with only

parallel elements would have the form shown in Figure 11.
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For equivalence, G' and B' must be given by

. 1 1 R- joL
G'+jB'=Y'=—== = 1.8
J Z R+jol RB+o'L (1.8)
The condition of zero susceptance now occurs at @ = @,, where

B+B'=aC-—25 =0
R +o°L
or
L-CR?
@, = 1.9
=\~ e a9
Note that, when

Jf \/1—‘
R<< |=, o= |- =@,
C LC
The zero susceptance condition occurs in the measured data at @ =a,. If the
efficiency is used to evaluate the ratio of power dissipated in G (power radiated in
the antenna case) to the power input (power radiated plus the power dissipated in
G, ie.

G

= 1.10
N G+G! (1.10)

el

then the measured value of G + G' is known, and

G=e|,, (G+G"

o=ay
From this, we can determine G' as

G'=(G+G)-G

This is the basis of the “Wheeler cap” method of determining experimentally the
efficiency of a resonant antenna[5]. The value of G+G’ is determined from a
measurement of the input admittance with the antenna in free space. The value of
G’ is found by measuring the admittance when G =0, 1. e. when radiation is
blocked by placing the antenna inside a cavity with conducting walls. The cavity
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should be large enough that near fields of the antenna do not induce currents in
the cavity walls and yet small enough that cavity resonances do not unduly affect
the measured admittance. For the antenna of Fig. 6 with four equally spaced 22-
gauge wires, the efficiency was determined by the Wheeler cap method to be
approximately 80%.

5. A broadband network of tank circuits

To this point the effort has been confined to the relationship between a single tank
and a conical radiating resonator. A well-known disadvantage of electrically
small antennas is narrow impedance bandwidth. However, it is also well known
that the impedance bandwidth of a resonant circuit can be readily extended by
adding more resonances to the network. We are thereby led to propose that
several tanks be connected in series as an example application of this principal.
Figure 12 shows a network of n tanks so connected. The goal of producing
increased bandwidth with series-connected tanks leads to consideration of scaling
the resonant frequencies of the tanks in a log-periodic fashion. That is, the ratio
of adjacent resonances should be held constant. In order for the input impedance
to return to the same value, the conductances of tanks with lossless inductors must
be held constant. These principles have been employed in the computation of the
input impedance versus frequency for several sets of series-connected tanks.

Figure 13 shows the results for a set of two tanks. The parallel (high-impedance)
resonances of the circuit are separated in frequency by the ratio T = 0.95. At these
frequencies the impedance locus crosses the real axis on the Smith chart. At
frequencies between the two resonances the impedance traverses a loop. The size
of the loop is dependent upon the value of t. If the impedance at the center of the
loop is not suitable for matching to external circuitry, it can be moved to some
other value by simply adding a transformer at the input. In the example shown in
Figure 13, adding a 1:7 transformer has moved the center of the loop so that it
very nearly coincides with the center of the chart. Doing so produces a
substantially constant SWR approximately equal to 2 over the band (1.05:1)
determined by the value of t. It has been historical practice to use the half-power
points to define the band limits. We continue using that method here, although
acknowledging that many applications will require a better match, to facilitate the
comparison with previous work. The centered circle in Figure 13 denotes the
points of half-power match. The half-power match bandwidth is then determined
by the intersection of the impedance plot with this curve. In Figure 13 the (half-
power) match band extends from a relative frequency of 0.979 to 1.075, a
bandwidth of about 1.1. Figures 14 and 15 show the computed input impedance
loci for the cases where more resonators are added to the network. In Figure 14,
for three resonators, the match band extends from 0.98 to 1.13, a bandwidth of
1.15. Note that, although the loops have about the same size, they are not
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centered on the chart. Thus, even though the value of t remains constant, the
SWR increases in parts of the band. This is a result of the lack of symmetry in the -
circuit because each tank is resonant at a different frequency. When the number
of resonators is increased to four, the input impedance shown in Figure 15 forms
three loops and the match band extends from 0.984 to 1.186, a bandwidth of 1.21.
Of course, since each resonator occupies a finite volume, there is a limitation in
the number of resonators that can be used to extend the match bandwidth.

6. A transmission line model

When considering the conical radiating resonator, the equivalent circuit can take a
more specific form. The fields established in the region between the two cones by
an on-axis feed are predominantly TEM, satisfying a field equivalent of
transmission line equations. A characteristic impedance can be defined for this
mode and equivalence can be established between the fields and the voltage and
current of a standard TEM line. An approximate equivalent circuit then takes the
form of a uniform section of line terminated in a conductance, G, that absorbs the
same amount of power that is radiated in the physical antenna. The resonant
‘length of this line can be varied by terminating the line with a reactive element.
To make the line shorter than one-quarter wavelength, the reactive termination
should be an inductance. The resulting equivalent circuit for a conical radiating
resonator takes the form shown schematically in Figure 16. A section of lossless
transmission line of length, 4 and characteristic resistance, Ry, is terminated at one

end by an inductance, L, and conductance, G, in parallel.

When the equivalent circuit contains explicit representation of some of the known
geometric features of the physical antenna, as is the case in the line model of the
CRR, fewer parameters remain to be determined by measurement. For example,
in the CRR the characteristic impedance of the TEM mode guided by the two
adjacent cones is known to be given by

=)
R, = 60In| —s2 (1.11)

Table 1 lists some values of Ry for angles that are used in the models to follow.
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Table 1

Characteristic impedances of lines in equivalent circuit for CRR.

6i(deg) 6y(deg) Ro(ohms)
90 80 10.526
80 70 - 10.875

- 70 60 11.576
60 50 12.816

Of course, the length of the line in the equivalent circuit is the same as the radius
of the corresponding resonator in the CRR. The values of G and L cannot be
directly determined from the geometry of the CRR. However, G and L can be
adjusted so that the impedance computed for the approximate equivalent line
circuit agrees with the measurements of the CRR at a single frequency, say, at
resonance For the antenna of Figure 6, Ry = 10.526 (from Table 1) and the line
section length, Z is 7.3 cm.

The data that follows were computed using MathCAD to implement calculations
of the input impedance, Z,,, of the terminated line section.

7, - g ZeS0S(BO+ jRysin(P) Can
R, cos(BE) + jZ, sin(BL)

where Z, is the terminating impedance and S is the free-space phase constant for
the line. The computed values of Z;, have been renormalized with respect to 50
ohms to facilitate comparison with measurements made in a 50-ohm system.
Figure 17 shows the input impedance computed for the equivalent circuit after the
values of G and L have been adjusted to provide resonance at approximately 521
MHz and normalized impedance (in agreement with the measured value) of 6.3..
The inductance so found was 3.135 nH. For comparison, Figure 17 also repeats
the measured values from Figure 7. The discrepancy away from resonance
suggests that, as before, the radiation conductance is changing with frequency, but
also that the reactance is inadequately represented by a single fixed inductor.

* The equivalent circuit for a set of nested CRR’s is a set of uniform line sections
connected in series as shown in Figure 18. Figure 19 displays on a Smith chart

78




the computed input impedance of a system of only two lines with ratio of lengths
equal to ©=0.975. This behavior is quite analogous to that of a series connection
of two tanks of slightly different resonant frequencies. The normalized input
impedance is denoted by circular data points. The center of the loop is moved
numerically to the center of the chart by an ideal 1:12 transformer, as shown by
the square data points. The half-power locus is, once again, marked by triangular
data points. The increased bandwidth of this more complex structure is readily
apparent.

In Figures 20 and 21, more resonators have been added to form two and three
loops, respectively. Table 2 summarizes and compares the results by listing the
half-power band limits, the frequency spans, the frequency ratios of the band
limits and the half-power bandwidths for each case. ‘

Table 2

Band limits, frequency spans, band ratios and half-power bandwidths of
several systems of n conical radiating resonators. These numbers are based
upon half-power match points only.

n | fuMHz) | fi(MHz) |Span(MHz)| Ratio HPBW
2 553 518 35 1.068 0.065
3 571 518 53 1.102 0.097
4 592 518 74 1.143 0.134

7. Conclusions and Future Work _

Although the line model for a single CRR needs further development to make
performance predictions that are as accurate as those of the tank model, the line
model for a nested set of CRR’s contains the essential information to illustrate the
concept of bandwidth enhancement using multiple resonances. One physical
antenna with two resonators has been constructed and some measurements have
been made. In this antenna the resonant frequencies are controlled by selecting
different wire sizes for the edge elements, but the radial dimensions of the
radiating apertures are the same. A second antenna, which employs approximate
log-periodic scaling of the dimensions of the resonators, is currently under
construction. -
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Figure 1. Schematic diagram of a parallel resonant (“tank”) circuit and its

defining elements.

s-sectional view of a radiating resonator comprising two cones

Figure 2. Cros
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Impedance of a Single Tank Circuit
G=0.001 S, R=0.5 ohms, Zc in ohms

V1

| (1 (I e B

1 f Lo gty 11
d Q.ln L0 T DAL
| Saueiys \

Freq (relative to resonance)

0.5 to 2.0 in steps of 0.05

Figure 3. Smith Chart plot of impedance of tank circuit of Figure 1 showing

the dependence upon Z..

82



Impedance of a SingleTank Circuit
G=0.001 siemen, R in ohms, Zc=10.0

Relative Frequency: 0.5 to 2.0, $=1.0

Figure 4. . Smith Chart plot of impedance of tank circuit of Figure 1 showing
the dependence upon R.
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Impedance of a Single Tank Circuit
R=0.5, Zc=50.0 ohms

Legend

—a— G=0.001S
—eo— G=0.0001S

Freq (relative to resonance) |~ G=0.018
0.5 to 2.0 in steps of 0.05

Figure 5. Smith Chart plot of impedance of tank circuit of Figure 1 showing
the dependence upon G. '
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Figure 6. Physical model of a conical radiating resonator mounted on a 14-
inch square ground plane. This model is terminated with four 26-gauge
wires (inductors). The second cone and set of wires are actually the optical
images produced by the ground plane.
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Measured Impedance of Single Conical Resonator
Terminated with Four Equally Spaced No. 22 Wires
Theta1=90, Theta2=80 deg, Radii; Outer=7.3 cm, Inner=0.0635 cm

~w B

= =

Frequency from 100 to 900 MHz
at 20 MHz spacing

Figure 7. Input impedance measured for single conical radiating resonator
loaded at aperture with four equally spaced No. 22 wires.
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Comparison of Measured Impedance of a Single CRR
with Computed Impedance of a SingleTank Cirduit
with R=0, Zcnor=0.265, G1nor=0.0765, Z0=50 ohms

0.5 to 2.0 in steps of 0.05 (relative to resonance, for tank)
100 to 900 MHz, resonance at 521 MHz (for antenna)

Figure 9. Comparison of measured impedance of single conical
radiating resonator with that of an approximate equivalent tank circuit with
constant conductance to account for radiation loss.
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Comparison of Measured Impedance of a Single CRR
with Computed Impedance of a Single Tank Circuit

with R=0, Zcnor=0.265, Gnor=0.0765f *, Z0=50 ohms

Legend

—u— Antenna
—e— Tank

Frequency
0.2 to 1.8 in steps of 0.05 (relative to resonance, for tank)
100 to 900 MHz, resonance at 521 MHz (for antenna)

Figure 10. Comparison of measured impedance of single conical radiating
resonator with that of an approximate equivalent tank circuit with
frequency-dependent conductance to account for radiation loss.
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Figure 11. Equivalent tank circuit having only parallel elements.
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Figure 12. Schematic diagram of arbitrary number of tanks connected in

series.



Impedance of Two Series-Connected Tank Circuits
1=0.95, G1=G2=0.075 S, R1=R2=0 ohm, Zc¢=0.25
Legend

—e— Input Impedance
—u— After 1:7 transformation
—a— Half-power match

Relative Frequency: 0.95 to 1.15
fo1=1.0, £fp2=1.05

Figure 13. Computed impedance for two series-connected tank circuits,
impedance after transforming, and half-power match locus.
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Impedance of Three Series-Connected Tank Circuits
1=0.95,R1=R2=R3=0, Z01= Z02=203=0.25

Legend -
—u— Transformed 1:7
S| —e— Input Port
] —a— Half-power match

Relative Frequency: 0.95 to 1.15
(in steps of 0.005)

Figure 14. Computed impedance for three series-connected tank circuits,
impedance after transforming, and half-power match locus.
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Impedance of Four Series-Connected Tank Circuits
1=0.95,R1=R2=R3=R4=0, Z1=2.2=73=7,4=0.25
G1=G2=G3=G4=0.0765 S

Legend

—s— Input Impedance
| —m— After 1:7 tramsformer
—a— Half-power match

Relative Frequency: 0.95 to 1.25
(in steps of 0.005)

Figure 15. Computed impedance for four series-connected tank circuits,
impedance after transforming, and half-power match locus.
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G <L

Figure 16. An approximate equivalent circuit for a single conical radiating
resonator.

Comparison of Measured Impedance of a Single CRR
with Computed Impedance of an Approximate Equivalent
Single Terminated Line Section, R0=10.526 ohms,

len=7.3 cm, L.=3.135 nH, R=315 ohms

/ .
—e— Measured (100-900 MHz)
—#— Computed (300-740 MHz)

INRE
{llll

Frequency increment=20 MHz

Figure 17. Comparison of measured impedance of single conical radiating
resonator with that of an approximate equivalent line circuit with constant
conductance to account for radiation loss.
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Figure 18. . An approximate equivalent line circuit for a stack of conical
radiating resonators.
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Impedance of TwoTerminated Lines in Series
Gnor=0.0765, R01=10.526, R02=10.86 ohms, L1=3.1 nH, 11=7.3 cm, 7=0.975
Legend

—&— Half-power match
=] —e— Input impedance
At —| —8— Transformed (1:12) impedance

Frequency: 500 to 575 MHz
(in 2.5 MHz steps)

Figure 19. Computed impedance for two series-connected, terminated,
uniform line sections, impedance after transforming, and half-power match
locus.

9%




Impedance of Three Terminated Lines in Series, 1=k,Gnor=0.0765

=k~ Half-power match
—e— Input impedance (eps=0.018)
N Transformed (1:12) impedance

Frequency: 500 to 600 MHz
(in 2.5 MHz steps)

Figure 20. Computed impedance for three series-connected, terminated,
uniform line sections, impedance after transforming, and half-power match
locus.
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Impedance of Three Terminated Lines in Series,Gnor=0.0765
R01=10.526, R02=10.86, R03=11.58, R04=12.82 ohms, L1=3.1 nH,

Ln=kn*L1, k2=k, k3=(k+0.018}, kd=(k+0.035)°, ©=0.975
Legend

e~ir—- Half-power match
L} —e— Input impedance
t gt Transformed (1:12) impedance

Frequency: 500 to 600 MHz
(in 2.5 MHz steps)

Figure 21. Computed impedance for four series-connected, terminated,
uniform line sections, impedance after transforming, and half-power match
locus.
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EFFICIENT PATTERN AND IMPEDANCE BANDWIDTH
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David F. Kelley and Samuel D. Reier
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Abstract

Reactively steered array antennas consist of a circular arrangement of
parasitic elements that surround a central element. The central element is
excited directly by a source, and the parasitic elements are connected to
reactive loads (capacitors and/or inductors) that can be adjusted to steer the
main beam and one or more nulls to any desired direction. The selection of
appropriate reactive loads is complicated by the requirement for the

" radiation pattern and input impedance to vary by only a small amount over

~ the operating bandwidth of the system. Some kind of optimization
procedure must therefore be used to determine the load configuration. Such
procedures require the calculation of the array characteristics for each
candidate set of reactive loads. This “forward” problem usually comprises
the most time-consuming part of the procedure. This paper describes a
straightforward and efficient method to evaluate candidate array
configurations that combines superposition of embedded element patterns
and interpolation of pattern and mutual impedance data over frequency.
The method eliminates the need to execute a full analysis procedure for every
candidate configuration. It should be appropriate for use with any type of
optimization procedure.

1 Introduction

Reactively steered phased arrays consist of one or more active elements driven by
an RF signal source and several parasitic elements. The parasitic elements are
loaded by reactive components (capacitors, inductors, or transmission line stubs) -
that can be varied to adjust the relative phases of the element currents. By
controlling the reactance values, the main beam of the array can be scanned to any
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~ desired direction. Pattern nulls can be created in other directions as well. These
arrays have the advantage of electronic pattern control without the complicated,
expensive, and relatively heavy feed network associated with traditional phased
arrays. Thus, there is considerable interest in their use in wireless and consumer -
electronics applications. :

A typical design is shown in Figure 1, in which a central active monopole element
is surrounded by six reactively loaded parasitic elements. All elements are
mounted on a finite metallic ground plane. This structure is widely used (for
example, see [1] and [2]), since it represents a good compromise between full
azimuthal coverage and compact size. The parasitic elements are typically spaced
approximately 0.25) from the central element in order to achieve good coupling
between elements. A structure similar to that shown in Figure 1 will be
investigated in the examples presented here, but the methods described are
applicable to any array geometry. '

/ I’ ‘\
I
T

Figure 1. Physical structure of a hexagonal reactively steered array.

It is not usually possible to determine directly the reactive load values required to
satisfy a given set of main beam and null-steering specifications; therefore, an
optimization procedure of some kind must be employed. Such procedures usually
‘generate a set of one or more candidate solutions to the problem in an iterative
process, in which the fitness of each candidate must be evaluated. Generally, this
means that the radiation pattern must be calculated for each solution, a task that is
often accomplished using a full-wave analysis approach such as the method of
moments, the finite element method, or the finite difference time domain method.
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Depending on the complexity and size of the array and the presence of any
- surrounding scatterers, the burden on computational resources can be severe. It
will be shown in Section 2 that in many situations the radiation pattern can be
calculated quickly using the embedded element patterns of the array elements,
thus avoiding time-consuming full-wave analysis. -Specifically, once the major
physical features of the array (e.g., overall size, element lengths, and element
diameters) have been determined the radiation pattern can be found quickly and
efficiently for each new set of reactive loads.

A practical array must be capable of operating over a specified range of
frequencies without a significant change in its performance characteristics.
Consequently, in addition to gain and null-steering properties, an optimization
procedure must consider bandwidth properties as well. That is, the gain, null
depths and locations, and input impedance must remain within specified limits
over the operational bandwidth of the system. However, if frequency domain

- methods are used to analyze the array, element pattern and impedance data are
valid only at single frequencies. Data could be generated for a large number of
frequencies that span the operating bandwidth, but this represents an inefficient
approach. A simple interpolation procedure based on the method of undetermined
coefficients is described in Section 3 that calculates pattern and impedance data at
any desired frequency. The method requires that full-wave analysis be applied at
only a handful of frequencies.

The primary motivation for this work was to investigate the application of particle
swarm optimization to the design of reactively steered arrays. This approach is a
member of the new class of “evolutionary” or “biologically based” procedures
and is briefly described in Section 4. Particle swarm optimization typically
requires thousands of radiation pattern calculations per program execution;
therefore, the techniques for improving efficiency described here greatly reduce
the time required to obtain a solution. A few representative examples are
described in Section 5, and conclusions are presented in Section 6. -

2 Efficient Pattern Calculation

The essential components of the pattern calculation method described in this
section were first presented in [3] and [4]; however, the manner in which the

. method is used here is substantially different. Consequently, several important
implementation details are introduced. As shown in [5], the total radiated field
E(6,¢) of a phased array is given by
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E@.6)= 2V,Em (09), B )

where N is the total number of elements in the array, V, is the voltage measured at
the terminals of the n™ element (as shown in Figure 2), and g:«(6,¢) is the short-
circuit embedded element pattern of the n® element. The last quantity is the
electric field radiated by the entire array when the terminal voltage of the n™
element is forced to have a value of unity at zero phase and the terminals of all of
" the other elements are shorted. Quantities in boldface type are vectors. Note that
embedded element patterns contain both magnitude and phase data. An
expansion of the radiation pattern similar to that in (1) is given in [3]. The latter
is in terms of open-circuit embedded element patterns, which are obtained when
the terminal current of a given element is forced to have a value of unity at zero
phase and the terminals of all of the other elements are opened. Both expansions
are based on the principle of superposition.

Qi_ Zgl .
; M\~
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I Z
< g2
N-Element AN\
Array + V.
[Z]nxv -2
& Zw
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+

Figure 2. Network representation of an N-element array.

If there are only M discrete spatial directions in which pattern data are of interest,
then this relationship can be expressed in matrix form as ' '

=l ]l @
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where [E] is an M x 1 vector containing the total field data, [gs ] isan M x N
matrix containing embedded element pattern data, and [V] is an N x 1 vector
containing the terminal voltages. The element pattern matrix [gs] is formed by
filling the n™ column with the embedded element pattern data for the n * element.
Both vectors and the matrix in (2) are in general complex-valued. The pattern
data can include one or both polarizations of the far field. For example, the upper
half of [E] could contain the 8components, and the lower half could contain the
¢-components. The vector would consist of only one component type if the other
component type were of no interest. The data in the embedded element pattern
matrices can be decomposed in a similar manner.

As shown in Figure 2, the array can be considered to be an N-port network with
N-1 loads connected to the parasitic elements and with the RF signal source
represented by the Thévenin equivalent circuit formed by Vy; and Z;;. The _
parasitic elements are loaded with either capacitive or inductive reactances at their
feed points. Although the generator voltage is applied only to the central element,
non-zero voltages appear across the reactive loads because of mutual coupling.

The terminal voltages are related to the generator voltage by the relationship

vi=lzlzl+[z, [ W, 1. @)

where [V,] is an N x 1 vector containing the generator voltages, [Z] is the Nx N

- mutual impedance matrix relating the terminal voltages to the terminal currents,
and [Z,] is an N x N diagonal matrix containing the values of the reactive loads
connected to the parasitic elements and the generator impedance connected to the
central element. More specifically, [Z,] has the structure

-R‘1+jX,, 0 ]
JX .2 .
[z,]-| X o @)

|0 vee JX
where element 1 corresponds to the driven element. Although (4) assumes that
pure reactances load the parasitic elements, non-zero resistances could be added
either to account for component losses or to represent intentionally introduced
resistances whose purpose is to enhance the bandwidth of the system. In the
vector [V,] only the entry corresponding to the central element is non-zero.
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Substituting (3) into (2) yields
[El=ls. JzHz)+ [z, [P0,) ®)
A similar result is presented in [3] and is given by
[E)=(e..){z)+ 2, Iy, ] ®

where [g,c] is an M x N matrix containing the open-circuit embedded element
pattern data for the array. The latter result can also be found from (5) using the
relationship .

2. ]=[g..12]. Q)

which is derived in [5).

The expressions given in (5) and (6) provide a computationally efficient means
for determining the radiation pattern of a reactively steered array. This speed
becomes especially important if nonlinear optimization is used to find the reactive
loads required to achieve specified radiation characteristics. In a typical
optimization procedure radiation patterns are calculated for a large number of
candidate load configurations. In the past (for example, see [1], [6] and [7]), this
“forward” calculation task has been accomplished using a full-wave analysis
approach. To be fair, some of this past work has involved varying the array
geometry as well as the load configuration, in which case the approach described
here would not be applicable. Nevertheless, there have been few examples
presented in the literature of array design procedures that take advantage of the
time savings possible when only the loads are varied.

Using (5) or (6), the radiation pattern of the fully loaded and excited array can be
found with only a few matrix multiplications and one matrix inversion. All of the
matrices and vectors except [g] (or [goc]) are small, so the inversion is not
computationally expensive. The embedded element pattern data and the mutual
impedance matrix are calculated or measured only once and are stored before
executing the optimization procedure. As long as the physical structure of the
" array does not change, these quantities remain unchanged as well; the values of
the reactive loads do not affect either [g] (or [goc]) or [Z]. For a given set of
reactive loads it is only necessary to compute the inverse of {[Z] + [Z;]}, multiply
it by [V,], and then multiply [g][Z] (or [gac]) by the result. Even greater
efficiency can be achieved by recognizing that [V¢] has only one non-zero element.
Thus, for example, (6) can be further reduced to
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[E]= [goc]({[Z]+ [Z.']}'lrbvu ) ®)

where the superscript <1> indicates the first column of the matrix {{Z] + [Zg]}",

and where Vj; is the voltage applied to the driven element (a scalar quantity). The
‘radiated field in a given direction is found simply by evaluating the dot product of
the vector Vg1 ({[Z] + [Z,] }'1)<1> with the appropriate row of [gs-]. In many cases,
' the entire pattern need not be found, but only the field radiated in a few directions.

The accuracy of (5) and (6) depends in turn on the accuracy with which the -
embedded element patterns and mutual impedance matrix are calculated or
measured. If any nearby scatterers are included in the full-wave analysis model or
measurements used to determine [g;] and [Z], then the effects of those scatterers
on the radiation pattern of the fully-excited array will be included. For example,
if a metallic structural element in close proximity to the array causes asymmetry
in the element patterns and has an impact on the mutual impedances, those effects
will be included to the extent that the structure is modeled accurately. The full-
power of this approach was perhaps not fully expounded in [3]. -

The input impedance Z,, of the array is given by

4

z, =1,
in Il

®

where I}, the current flowing into the terminals of the central element, and V, the
voltage across those terminals, are the first entries, respectively, of the terminal
current and voltage vectors, which can be found using

N={zl+[z, 1, = {21+ [z, )" v, (10)
Wl=lzfzele, b0, )= (el 2, P )ov,. ap

and

. .3 Matrix Interpolation

The embedded element pattern and mutual impedance matrices used to calculate
the radiation pattern of the array are frequency-dependent quantities and must be
determined either by measurement or by full-wave analysis. It is impractical to
obtain these matrices for a large number of frequencies spanning the bandwidth of
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interest. Alternatively, an interpolation approach has been developed that uses
pattern and mutual impedance data calculated via full-wave analysis at only a few
frequencies to determine the same quantities at other frequencies within the
operating bandwidth. The reactively steered arrays considered here are not
wideband devices, because the elements must operate near resonance in order to
have currents induced in them of sufficiently large magnitude. Typical
bandwidths are only a few percent. Consequently, the method of undermined
coefficients [8], a form of polynomial data-fitting, provides very good
interpolation results.

1t was found that the variation over frequency of each entry in the embedded
element pattern and mutual impedance matrices can be represented to good
accuracy by a 4™-order polynomial. For cxample, the real part of the mutual
impedance Z;, can be interpolated over the operating bandwidth as

Ru(f)zao.n '*'“l.nf‘"az.uf2 "'as.nf3 +a4,nf4v (12)

where fis the frequency of interest, and ag 1) through a1 are coefficients that
must be determined. If (12) is evaluated at five distinct frequencies covering the
bandwidth of interest, then a system of five independent equations can be
constructed in order to obtain the five unknown coefficients. Expressed in matrix
form, the system of equations is ' '

fo 1o o (ao.n- [ l(fO
VR A A N Y (
L > filaa (= 1(
Sy faz f33 bR KT 1(
fo f&f8 filan] L A

Similar matrix equations can be constructed for the remaining entries in the
mutual impedance matrix and for the entries in the various embedded element
pattern matrices. Thus, each entry has associated with it five unique coefficients
that permit a polynomial approximation of that quantity at any desired frequency.
For example, the mutual impedance matrix evaluated at an arbitrary frequency fis
approximated using

Z2(N=lap]+la ) +las 1 +lay1f* +la1r . a4

= X~

-

oh S

~

w

I

by

y
)
)| (13)
)
)]
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where [ap] through [a,] are the matrices containing the complex coefficients
required to perform the interpolation.

4 Particle Swarm Optimization

Particle swarm optimization is a relatively new approach that is conceptually easy
to understand and use [9, 10]. Like genetic algorithms and other evolutionary

- methods, particle swarm optimization generates a population of possible solutions
that advance toward the best solution. The method is especially useful when a

- particular problem is nonlinear in many variables. Each variable can be thought
of as a unique dimension within the solution space; thus, the set of variables
‘defines the particle’s location in that space. In the case of a reactively steered

- array there are six variables, which store the values of the six reactive loads
connected to the parasitic elements. While genetic algorithms use recombination
and mutations to evolve to an optimal solution, the particles that constitute the
swarm “fly” through the solution space in search of the optimal solution.

The particle swarm algorithm is depicted graphically in the flow chart shown in
Figure 3. The particles initially have randomly assigned positions and velocities.
Each particle is also assigned a subset of neighbors from within the swarm. The
use of neighborhoods allows for convergence to multiple solutions and increases
the chance of finding the globally best solution. A fitness function is used to
determine how closely each particle satisfies the goals of the problem, and the
fitness scores are stored. The velocity of each particle is then modified according
to the particle’s best position (best solution) so far as well as the best position
among its neighbors, with the weight between the two randomly assigned. Each
- particle then moves to its next position based on its new velocity. In order to
prevent the particles from straying outside the region of allowable solutions,
limits are imposed on position and velocity. The new positions are scored again
using the fitness function, and the cycle continues until a particle finds a
satisfactory solution. Experience has shown that for most problems with
relatively wide regions of convergence, best results are obtained with
approximately 50 particles [9]. The use of fewer particles provides insufficient
coverage of the solution space, but the use of a greater number of particles leads
to time-wasting redundancy.
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o Assign random positions (x,q) START
for each particle
o Assign random velocity for each
dimension of each particle (Vp4)
o Set velocity limits
o Set position limits ,
« Assign particle no. within p = particle no.
nelghborhood (n) d = dimension _
« Set welghts (w) for velocity n = particle no. within
calculations neighborhood
o Calculate fitness of each particle o Move each particle to its
| « If this Is the best solution for the new position
particle so far, save it as the o Constrict the position to
individual best (best;d) remain within limits
o If this Is the best solution overall, ' -
save It as the global best 1
o Compare neighbors of each
l particle to find the best (besta)
o Calculate new velocity for each
Does global best satisfy dimension of each particle:
solution criteria? | Vpa= Vpa + w'rand()*(bestp - Xpq)
+w*rand()*(bestng- Xpa)
‘ Y o Constrict velocity to remain
) STOP wlﬂ\ln limits

Figure 3. General structure of the particle swarm algorithm (adapted from [10])..

5 Examples and Results

To illustrate the application of the radiation pattern calculation method, several
array designs for the WiFi band (2.4-2.497 GHz, a 4% bandwidth) are
investigated using particle swarm optimization. A seven-element hexagonal array
like the one shown in Figure 1 is the baseline configuration. Each array element
is a monopole with a length of 2.76 cm and a diameter of 2.38 mm. With these
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dimensions the elements are resonant within the WiFi band, a condition that
allows strong currents to be excited along the elements. The parasitic elements

are spaced 3.06 cm (approximately 0.251) from the central element at 60°
intervals. The array is located over an infinite, perfectly conducting ground plane
for demonstration purposes; a more realistic finite ground plane could be modeled,
if desired. The mutual impedance matrices and embedded element patterns were
calculated using EZNEC, a commercial version of the method of moments
implementation NEC-2 [11]. Data were computed at the center frequency of the
WiFi band (2.4485 GHz), at the band edges (2.4 and 2.497 GHz), and at the one-
third (2.43233 GHz) and two-thirds (2.46467 GHz) bandwidth frequencies.

Simple combinations of inductors and capacitors were considered for use as the
reactive loads for the antenna; however, it was found that the change in reactance
with frequency of such combinations resulted in a serious degradation of
performance over the operating bandwidth. Shorted transmission line stubs with
variable lengths were chosen instead, since stubs can provide both positive and
negative values of reactance and, if the characteristic impedance Z, is low enough,
relatively small changes in reactance with frequency. The reactance X of a
shorted stub of length [ is given by -

X s = Z, tan(B1), (1)

where f=2/A. Note that the wavelength along the stub can be substantially

- shorter than the free-space wavelength. Stub lengths from zero to A/4 produce
" inductive reactances, and lengths from A/4 to A/2 produce capacitive reactances.
The six stub lengths are therefore allowed to vary from 0 to A/2, and they serve as .
the six variables that are adjusted by the particle swarm optimization procedure.
In a practical implementation the stub lengths might be controlled via MEMS
switches. '

Particle swarm optimization was employed to meet three different sets of
specifications, which are outlined in Table 1 below. In Case 1, the main beam is
steered to an azimuth angle of 0°, which is the angular position of one of the
parasitic elements, and a null is steered toward 90°. This is a moderately
challenging task, since the main beam and null are relatively close together, and
the null depth is 25 dB below the main beam. Case 2 is essentially the same as
Case 1, except that the main beam is steered to a direction between two elements,
a situation in which it might be a bit more difficult to achieve the desired gain.
Case 3 represents the most challenging task, since a second relatively deep null is
specified only 40° away from the main beam. After a few initial test runs, it was
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found that a swarm of 50 particles produced good results after a reasonable
number of iterations. This agrees with the guidelines presented in [9, p. 314].

Table 1. Summary of particle swarm optimization results.

Case 1 Case 2 Case 3

Desired Gain 10 dBi @ 0° 10 dBi @ 30° 8dBi @0°

. ° . o -10 dBi @ 40°
Desired Nulls -15dBi @ 90 -15dBi @ 90 —10 dBi @ 90°
Achieved Gain 10.3dBi @ 0° | 10.3dBi @ 30° 7.9 dBi @ 0°

. o . | -10.4 dBi @ 40°

Achieved Nulls ' -36.2dBi @ 90° | -27.6 dBi @ 90 _32.1 dBi @ 90°
No. of Iterations 1066 2365 2048
Elapsed Time (sec) 75.1 169.0 137.1
Input Impedance 24.8 +j77.1 Q 22.8 —j43.6 Q 244 +j0.1 Q

Before the optimization procedure begins the desired main lobe gain and direction
are specified. The level and direction of one or more nulls can be specified as
well. Each time the particles move to a new position, the new lengths of the
transmission line stubs are used to calculate the reactances loading the parasitic
elements. Those loads, along with the embedded element patterns and the mutual
impedance matrices, are used to calculate the far-field patterns at the center
frequency of 2.4485 GHz and at the two band edges at 2.4 and 2.497 GHz using
(5). It is assumed that the results at intervening frequencies vary smoothly
between those obtained at the center and edge frequencies. The computed
patterns are compared to the specifications; an appropriate fitness score is
assigned to each particle; the particles’ velocities are updated; and the particles
are allowed move again. The process is repeated until the specifications are met
or most nearly achieved.

It is possible for the optimization algorithm to run indefinitely without finding a
solution if the initial array performance specifications are too difficult or
impossible to meet. This could happen if, for example, an unrealistically high
gain is specified or if the desired main beam and null directions are too close
together. In these instances the user must rely on knowledge of basic principles
of array theory and experience with the optimization procedure to decide when a
solution is good enough. This became evident in each of the three cases
summarized in Table 1. In all cases the gain requirements were met or very
nearly met, but the main beams and nulls were not always in the specified
directions. To prevent the program from running indefinitely, two stop conditions




were defined. The first terminates the program if there is no improvement in the
globally best solution after 1000 iterations, and the second simply limits the
program to a total of 5000 iterations. The latter condition was never reached in
the three cases considered here.

Once an appropriate set of reactive loads is found, a simple single-stub impedance
matching network is designed to transform the input impedance of the driven
element to 50 Q at the center frequency. The return loss is then calculated at ten
frequencies spanning the WiFi band using the mutual impedance matrix
interpolation method outlined in Section 3. For the cases considered here, a good
match is defined as a return loss of —~10 dB or better over the operating bandwidth.
Occasionally it was not possible to obtain a good match at all frequencies, in
which case the solution was rejected, and the optimization process was repeated.
The input impedances listed in Table 1 represent those optimization results that
produced the best radiation patterns and broadband matches. No case required
more than a few runs of the optimizer to achieve the presented results.

The radiation patterns obtained for Case 1 at the center frequency (2.4485 GHz)
and at the two edge frequencies (2.4 and 2.497 GHz) are shown in Figure 4. The
return loss for the same case is shown in Figure 5. The design achieves the main
beam and null specifications listed in Table 1, but the null minimum is not located
exactly at 90° at all three frequencies. This occurs primarily because the
optimizer was instructed to keep the radiated field at or below —15 dBi at 90°, not
to place the minimum at 90°. Although the distinction is subtle, the former
specification is more realistic in practice. Similarly, the main beam direction also
varies slightly among the three frequencies, but the gain at 0° is maintained at or
above 10 dBi across the band. The return loss is below —10 dB at all frequencies
as well.

As was mentioned earlier, it is sometimes necessary to run the optimizer several
times for a given case in order to obtain a solution that both satisfies the pattern
constraints and results in a good broadband match. This can be a problem if full-
wave analysis is required to evaluate each potential solution. However, by using
the stored embedded element patterns and mutual impedance matrices to calculate
the far-field patterns for each new load configuration, the average elapsed time for
100 iterations of the optimizer is reduced to about 7 sec when implemented in

- MATLAB on a late model laptop computer with a 1.5 GHz Intel processor. It is

important to note that, had (5) not been used, each run of the optimizer would
have required 50,000 to 100,000 executions of EZNEC in order to achieve a
satisfactory solution.
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The results obtained for Case 2 are shown in Figure 6 and Figure 7. In this case
the gain at 30° (the angular direction between two elements) is specified to be
10 dBi or greater with a null at 90° maintained below —15 dBi. In spite of these
more challenging specifications, the optimizer is able to find a solution with low
return loss over the entire band. As in Case 1, the null minima are displaced

. slightly as frequency changes.

Finally, the pattern and return loss results for Case 3 are shown in Figure 8 and
Figure 9, respectively. The specifications call for a gain of 8 dBi at 0° and nulls
with depths of —10 dBi each at 40° and 90°. Once again, the optimizer is able to
satisfy the null constraints, even if the minima are not located at 40° and 90°. The
gain at 0° is almost 8 dBi across the band, and the return loss performance is very
good. The gain and null steering specifications are more modest for this case
because of the close proximity of the nulls to the main beam. Still, the optimizer
did not quite meet them. This illustrates the need to be aware of realistic
performance expectations before applying an optimization procedure. As shown
in Table 1, the optimizer requires only 1-2 minutes per run to achieve these results.

6 Conclusion

Reactively steered arrays achieve good performance with low weight and _
complexity. They should become a cost-effective solution in many applications,
if efficient optimization procedures can be developed to determine the reactive
load values required to satisfy a given set of specifications. The radiation pattern
analysis method presented here greatly increases the speed of optimization
procedures by eliminating the need to use full-wave analysis methods to check
candidate solutions. A further increase in efficiency can be achieved by
employing the interpolation method described here to generate frequency-
dependent results over a fairly wide bandwidth. There is no significant difference
in optimization speed between simple and complicated array and support structure
geometries, since the embedded element pattern and mutual impedance matrices
incorporate all of the effects of nearby scatterers; the matrices are the same size
regardless of the complexity of the problem geometry. The accuracy of the
method is determined primarily by the degree to which the array is accurately
modeled.
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Abstract

Ultra wideband (UWB) technologies have been developed to exploit a
substantially new spectrum resource and to. realize ultra-high-speed
communication, high precision radar, and other sensing systems.
Distortionless signal transmission is desirable for UWB wireless systems to
accommodate such applications. The antennas used in these systems should

“meet several requirements: directivity (either directional or omnidirectional),

low voltage-standing-wave-ratio (VSWR), low dependence of gain and group
delay on frequency, and small delay spread. However, so far there was not
been a full performance comparison of UWB antennas. In this study the
3-antenna method was used to achieve high accuracy, and measured and
compared the performances of four representative families of UWB
antennas: the monopole antenna, the double-ridged-waveguide horn (DRH)
antenna, the meander line antenna, and the log-periodic dipole array (LPDA)
antenna (and the narrowband half-wavelength dipole antenna for
comparison) in the frequency range of 2 to 18 GHz. In terms of VSWR and
dependence of gain and group delay on frequency, the volcano-smoke
monopole was the best and the DRH was the second best. The LPDA
antenna, designed to operate between 2 to 6 GHz yielded the largest group
delay, because its electric center moved forward with increasing frequency; it
also gave the largest delay spread.
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1. Introduction

Antennas are an essential part of ultra wideband wireless systems. Whereas
signal transmission with a minimal distortion is needed to accommodate high-rate
communication or high-precision radar applications, the antenna significantly
affect the UWB transmission characteristics: The antennas used in these systems,
therefore, should meet several requirements [1], [2]:

Constant directivity over the UWB bandwidth: Either a directional or
omnidirectional radiation pattern independent of the frequency is needed,
because the variation in directivity results in the ripples in the frequency
transfer function in certain directions.

Low return loss (low VSWR): The mismatches at the antenna and the circuitry
degrade the overall dispersion characteristics because of multipath within
the feeding cable.

Low dependence of gain and group delay: If the gain, group delay, or both
depend on frequency, the pulse waveform is distorted. Constant group
delay implies that the phase linearly increases with frequency.

Low delay spread: All the above affect the resulting delay spread, which
should be minimal to suppress the signal distortion.

This paper describes the measured results and compares the performances
(VSWR, gain, group delay, and impulse responses) of four representative UWB
antennas together with a narrowband half-wavelength dipole antenna. ~ We used
the 3-antenna method [3] which does not require a standard antenna, to achieve
high precision in gain measurements. :

2. Measurement Description

All the measurements were carried out in a radio anechoic chamber. For VSWR
measurements, the reflecting coefficients S11 at antenna inputs were measured
with a vector network analyzer (VNA). For the other measurements, the
transmitting and receiving antennas were placed 3-m apart, which fulfills the
far-field condition for all the antennas under test; and the transmission coefficients
- 8y from the transmitting antenna inputs to the receiving antenna outputs were
measured with the VNA. Calibration was performed with a coaxial calibration
kit between the transmitting antenna input and the receiving antenna output
(namely, the ends of the antenna feeding cables). Coaxial connectors were all
SMA type.
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2.1 Gain Measurement by the 3-Antenna Method

The 3-antenna method [3] eliminates the need for a standard antenna, which is
difficult to obtain within an ultra wide bandwidth in general. Three sets of
measurements are carried out using the three possible combinations of antenna 4,
B,and C. The result is a set of equations given by

G, +G, =|S,|,, +20l0 4”")

- 4R
G, +G. = |S2,IEC +20lo ) 1)
G, +G, =[S, ., +20lo 4?)

where the G4, G, and G are the absolute gain in decibels of the antennas 4, B,
and C at a frequency and a direction under consideration; R is the antenna
separation; A is the wavelength; and the subscripts to |S21] indicate the specific
combinations of two antennas. The simultaneous solution of these equations
gives the gains of all three antennas as follows:

. 4R

G,= 5{ ‘S21|AB IS21|BC |S21|CA +20 log( 7 )}
. 4nR

Gy = —2-{ |S21|AB +'Szllsc —|Slea +20 log(T @
. 4R

Gc = E{ lszll,w |S21|BC |S21|a4 +20 log( ) )}
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2.2 Antennas under Test

Our investigation focused on the following four UWRB antenna families, shown in
Fig. 1 (a) to (d):

. (a) Monopole antenna: Taniguchi et al. [4] developed this antenna,
simplifying the volcano smoke antenna referred to by Kraus [5]. This
consisted of a circular ground plane with a diameter of 100 mm and a
teardrop-shaped monopole with a height of 25 mm. This antenna -
radiates omnidirectionally in the H plane and achieved low VSWR (< 1.3)
from 3 to 20 GHz by optimizing its shape and size (see Appendix A).

(b) Double-ridged waveguide horn (DRH) antenna: This is a most commonly
used UWB directional antenna. The antenna under test was WBH2-18S,
designed to operate from 2 to 18 GHz, made by Q-par Angus® [6]. The
aperture size was 119x86 mm.

(c) Meander line antenna: This is a commercially available miniature UWB
antenna, SMT-3TO10M, made by SkyCross® [7]. Its size was 18.5 X
21.5 x 4.2 mm, excluding a coaxial connector.

(d) Log-periodic dipole array (LPDA) antenna: This is another conventional,
directional UWB antenna [5]. The antenna under test was designed to
operate from 2 to 6 GHz and fabricated on a trapezoidal printed circuit

_ board. The size of the board was 49-mm long x 51-mm wide.

A narrowband (5.0 GHz) half-wavelengh dipole antenna equipped with a balun to
accommodate a coaxial feed, shown in Fig. 1 (), was also measured for
‘comparison with the above UWB antennas. Two antennas of each family and
one of the DRH antennas were used in the 3-antenna measurements, because the
DRH antenna had the highest gain among the antennas under test. The measured
radiation directions were as follows: the monopole antennas were measured at the
direction included in the ground plane (horizontal), which was not necessarily the
‘antenna main beam direction (Appendix A), but some applications such as array
processing for UWB propagation studies [8] requested a use of omnidirectional
antennas at and near the horizontal direction; the other antennas were measured at
the main beam boresight (for the meander line antenna, the direction
perpendicular to both the element surface and the coaxial connector axis and
facing the radiating element), as shown in Fig. 2.
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Fig. 1. The antennas under test: (a) monopole antenna, (b) DRH antenna, (c)
meander line antenna, (d) LPDA antenna, and (e) 5-GHz half-wavelength dipole

antenna.

@ ®) | ©

@ | ©@
Fig. 2. The directions of measurements of the antennas: (a) monopole antenna,

(b) DRH antenna, (c) meander line antenna, (d) LPDA antenna, and (e) 5-GHz
half-wavelength dipole antenna. '

121




3. Measurement Results and Discussion

31 VSWR

The VSWR measurement results of the five antennas are shown in Fig. 3. The
monopole antenna yielded VSWR < 1.3—the lowest among the five
antennas—from 3 to 18 GHz (Fig. 3(a))- The variation of VSWR within the
~ bandwidth was also the smallest. The DRH antenna exhibited VSWR <

29 the second lowest—from 2.1 to 18 GHz (Fig. 3(b)), but the VSWR
oscillatorily fluctuated. The notches in VSWR were observed in roughly 1.2
GHz intervals, caused by interference between the forwarded wave and the
reflected wave from the horn aperture with 125-mm difference in path length.
The VSWR of meander line antenna (Fig. 3(c)) was less than 2.5—the third
lowest—from 3 to 9 GHz. The VSWR of LPDA antenna (Fig. 3(d)) exceeded
3—the worst—even in its designed bandwidth of 2 to 6 GHz, and greatly
fluctuated. The half-wavelength dipole antenna (Fig. 3(¢)) gave VSWR = 1.1 at
its operating frequency of 5 GHz and VSWR = 1.5 near the third harmonic
frequency of 14 GHz. The limited operating bandwidth is regarded as being due
to the frequency characteristics of its balun. The variations in VSWR among the
two antennas of the same family were less than 0.2. ‘

3.2 Absolute Gain

The absolute gains of the five antennas measured and calculated with the
3.antenna method are shown in Fig. 4. The gain of the monopole antenna (Fig.
4(a)) was from -3 to 0 dBi with the measured bandwidth. The fluctuation in gain
" was the smallest among the five antennas. The DRH antenna yielded the gain- -
from 6 to 12 dBi (Fig. 4(b)), since this antenna directionally radiates with a
typical half-power beamwidth of 60°. The 6-dB fluctuation in the gain was
attributable to a disturbed aperture distribution, whereas the 6 dB was much larger
than that expected from the reflection (VSWR = 2 corresponds to a transmission
loss of 0.5 dB). The gain of meander line antenna (Fig. 4(c)) ranged from -10 to
0 dBi with an average of approximately -3 dBi from 3.1 to 10 GHz. The LPDA
antenna gave a relatively flat gain varing from 2.5 to 5 dBi from 2.5 to 6 GHz (but
-5 dBi at 2 GHz—the lowest frequency of its designed bandwidth). The gain of
the half-wavelength dipole antenna resulted in 3.0 dBi at 5 GHz, while the
theoretical gain was 2.15 dBi. This 0.85-dB difference exhibited a typical
measurement accuracy, which was within a reasonable range when considering .
the uncertainty in S»; measurement (typically 0.5 dB) and its accumulation in the
-3.antenna method calculation (Eq. (2)). Figure 4 (e) revealed that even the
half-wavelength dipole antenna brought about a certain wideband gain of
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- LPDA antenna, and (e) 5-GHz half-wavelength dipole antenna.
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Fig. 4. The measured absolute gain of the five families of antennas measured
with the 3-antenna method: (a) monopole antenna, (b) DRH antenna, (c) meander
line antenna, (d) LPDA antenna, and () 5-GHz half-wavelength dipole antenna.
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more than 2.0 dBi from 3.5 to 5.5 GHz. The variations in gain of the same
family were within 0.3 dB.

3.2 Group Delay

The group delay of each antenna was measured with the VNA by directing a pair
of the same antennas face-to-face and 3-m apart and by halving the group delay
(of two antennas) to result in that of one antenna. The results are shown in Fig.
5. The maximum and average group delays within the designed bandwidth were
as follows:

(a) the monopole antenna:
0.25 and 0.08 ns from 3 to 18 GHz
(b) the DRH antenna:
0.74 and 0.24 ns from 2 to 18 GHz
(c) the meander line antenna:
1.30 and 0.27 ns from 3.1 to 10.6 GHz
(d) the LPDA antenna: '
2.00 and 1.35 ns from 2 to 6 GHz
(€) the half-wavelength dipole antenna:
0.80 and 0.68 ns from 3.3 to 5.5 GHz

Since even the narrowband dipole antenna had a substantial wideband gain from

3.5 to 5.5 GHz as mentioned in the previous section, its group delay is shown Fig.

5(e). The group delay of the LPDA antennas decreased almost linearly from 2.0

to 0.8 ns from 2 to 6 GHz, because the electric center moved forward with
"increasing frequency. Although the LPDA antennas have been widely used for

wideband applications, the large group delay makes this antenna unsuitable for

UWB waveform transmission. In terms of the group delay, the monopole
~ antenna was the best, followed by the DRH antenna.

3.3 Impulse Response

The impulse response of a pair of the same antennas was measured with VNA by
sweeping the frequency from 2 to 18 GHz and by Fourier-transforming the
frequency responses into the time domain. The results are shown in Fig. 6,
where the abscissas of the graphs start at 10 ns, which corresponds to the
propagation path length of 3 m. To compare the impulse responses of the five
antennas, we derived the delay spreads, though the delay spreads have
conventionally used for making statistical evaluation of the multipath propagation
environments. The derived delay spreads were as follows:
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_ Fig.5. The measured group delay of the five families of antennas: (a) monopole
antenna, (b) DRH antenna, (c) meander line antenna, (d) LPDA antenna, and (€)

5-GHz half-wavelength dipole antenna.
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Fig. 6. - The measured impulse responses of a pair of antenna families under test:
(a) monopole antenna, (b) DRH antenna, (c) meander line antenna, (d) LPDA
antenna, and (e) 5-GHz half-wavelength dipole antenna. The abscissas start at
10 ns, which corresponds to the propagation length of 3 m. ‘
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(a) the monopole antenna: 0.28 ns

(b) the DRH antenna: 0.12 ns
(c) the meander line antenna: 0.10 ns
(d) the LPDA antenna: 0.65 ns

(e) the half-wavelength dipole antenna: 0.29 ns

As expected from the frequency dependence of gain and group delay, the
monopole, the DRH, and the meander line antennas yielded shorter delay spreads
than the LPDA antenna.

4. Conclusion

The UWB performances—VSWR, absolute gain, group delay, and impulse
responses —of the four UWB antennas and one narrowband one were measured
and evaluated. The absolute gains were measured with the 3-antenna method,
which resulted in a typical accuracy of less than 1 dB. The ominidirectinal
monopole antenna, simpliﬁed from the volcano-smoke antenna, and the
directional DRH antenna were the best among all antennas under test, considering
" the UWB waveform transmission. The LPDA antenna yielded the largest group
delay and delay spread, because its electric center moved forward with increasing
frequency. The LPDA antenna is probably not suitable for UWB waveform
transmission without appropriate compensation.
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Appendix A

The monopole antenna [4] was developed to meet ominidirectional in azimuth
and low VSWR requirements [8] by simplifying and optimizing the shape and
size of volcano-smoke antenna [5]. The evolution process from an infinite
biconical antenna via the volcano-smoke antenna to the monopole antenna is
summarized as follows: Infinite biconical antennas (Fig. Al(a)) have a
self-similar  structure and are, therefore, frequency-independent, and
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@
Fig. Al. Evolution of broadband omnidirectional antennas: (a) infinite biconical,

(b) infinite monocone (c) finite monocone (discone), (d) volcano smoke (in
cutaway view) , and (e) proposed antenna.

_omnidirectional in azimuth. By replacing one of the cones with the infinite
ground plane, the infinite biconicals are extended to infinite monocones (Fig.
Al(b)), which are also frequency-independent and omnidirectional. = By
truncating the ideal infinite monocone, a real finite monocone (Fig. Al(c)),
widely known as a discone, can be obtained. This structure is omnidirectional in
azimuth, but not frequency-independent anymore since the truncation causes
reflected current from the base of the cone. The volcano smoke antenna. (Fig.
A1(d)) substantially fulfills the above two requirements simultaneously, but its
shape is not well-defined.

. The proposed monopole antenna consists of a circular ground plane and a
teardrop that is defined as a combination of a finite cone and a sphere to be
inscribed inside the cone at the cone's base, as shown in Fig. Al(e). The
teardrop is excited with a coaxial cable penetrating the ground plane. This
antenna is considered either as a rounded finite monocone antenna (Fig. A1(c)) or
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Fig. A2. Computed maximum VSWR of the proposed antenna between 3.1 and
10.6 GHz. '

as a simplified form of the volcano smoke (Fig. A1(d)). Input impedances of the
infinite biconical and infinite monocone antennas are governed by the half-cone
angle v (Fig. A1(a) and (b)). It is also thought that the input impedance of the
proposed antenna is determined by the half-cone angle y. The input impedance
was calculated with the finite integration method [9]. Assuming 50-Q excitation,
the maximum VSWR between 2 and 10 GHz is shown in Fig. A2, from which the
optimum half-cone angle y is found 48°. This formation was found to outperform
the finite monocone in the VSWR through calculation and the first prototype
~ experiment [10]). The minimum height of the teardrop was calculated to be
.around a quarter wavelength at the lowest operation frequency. The monopole
antenna being tested in this paper was constructed as shown in Figs. A3 and A4.
The teardrop was 25 mm high and the ground plane was 100 mm in diameter.
The calculated (finite integration method) and measured VSWR are shown in Fig.
AS. This antenna demonstrated VSWR < 1.3 between 3 and 20 GHz. The
calculated (with the finite integration method) and measured E-plane radiation
patterns of this antenna at 3, 6, 9, and 12 GHz are depicted in Figs. A5 and A6,
where 0° corresponds to the zenith and 90° and 270° correspond to the horizontal
plane.  This antenna was utilized for an array antenna ‘formation in
spatio-temporal UWB channel sounding to achieve 10° and 0.67-ns resolution in
spatial and temporal domains [8]. The channel sounding system was also
successfully deployed in various propagation environments [11].
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Fig. A6. Measured E-plane radiation patterns of the prototype antenna.

131




6. References

(1]

2
Bl
R

[5]

[6]
[7]
[8]

9]
[10]

(11}

J. Takada, "Review on antenna design and channel characterization of
ultra-wideband technologies," in The Ist Electrical Engineering/Electronics,
Computer, Telecommunications and Information Technology Annual
Conference (ECTI-CON 2004), Pattaya, Thailand, May 13-14, 2004.

W. Sorgel, C. Waldschmidt and W. Wiesbeck, "Antenna characterization for
ultra wideband communications," in 2003 Int. Workshop on Ultra Wideband
Systems (IWUWBS 2003), cr1030, Oulu, Finland, June 2-5, 2003.

A. C. Newell, C. F. Stubenrauch, and R. C. Baird, "Calibration of
microwave antenna gain standards," Proc. IEEE, vol. 74, pp. 129-132, Jan
1986.

T. Taniguchi and T. Kobayashi, "An omnidirectional and low-VSWR
antenna for the FCC-approved UWB frequency band," in IEEE Antennas
and Propag. Society Int.l Symp., vol. 3, pp. 460-463, Columbus, OH, June
22-27, 2003.

J. D. Kraus, "Antennas, 2nd ed.," McGraw-Hill, New York, NY, 1988, pp.
692-694.

http://www.skycross.com/pdf/SMT3TO10MA.pdf
http://www.q-par.com/pages/1.5_to_18_GHz_Wide_band_horn.pdf

K. Haneda, J. Takada, and T. Kobayashi, "Experimental evaluation of a
SAGE algorithm for ultra wideband channel sounding in an anechoic
chamber," in 2004 Int. Workshop on Ultra Wideband Systems Joint with
Conference on Ultra Wideband Systems and Technologies (Joint UWBST &
IWUWBS 2004), WA3-2, Kyoto, Japan, May 18-24, 2004.

T. Barts, et al., “Maxwell's grid equations,” Frequenz, vol. 44, no. 1, pp.
9-16, 1990. : :
T. Taniguchi and T. Kobayashi, "An Omnidirectional and low-VSWR
antenna for ultra-wideband wireless systems," 2002 IEEE Radio and
Wireless Conf. (RAWCON 2002), pp. 145-148, Aug. 11-14, 2002.

K. Haneda, J. Takada and T. Kobayashi, "Double directional ultra wideband
channel characterization in a line-of-sight home environment," in COST 273
11 th Management Committee Meeting, Duisburg, Germany, Sept. 20-22,
2004, to be presented. :




2"°>_MODE FOUR-ARM SLOT SPIRAL ANTENNAS

Nathan Stutzke, Neill Kefauver, Dejan Filipovic
Department of Electrical and Computer Engineering
University of Colorado at Boulder
425 UCB, Boulder, CO 80309-0425

Abstract: The design and performance of a 4-arm equiangular slot spiral
antenna operating in the 2" mode is discussed. Three feeding methods are
proposed including a dual infinite or Dyson balun, a dual microstrip feed,
and a vertical coaxial probe feed. The Dyson balun provides a broadband
feed with little far-field contamination. However, it is difficult to fabricate
identically on multiple antennas and imposes limits on the antenna design
parameters. The dual microstrip feed is planar and easily fabricated but far-
field contamination can result from radiation of the microstrip lines and
coupling of the microstrip and slot traveling waves. The vertical probe feed
can be reliably fabricated and duplicated on multiple antennas, has a single
port, and requires no underlying mode forming network. It also allows
design flexibility with respect to slot-to-metal ratio and growth rate.
Numerical tools including an in-house Finite-Element Boundary-Integral
(FE-BI) code and Ansoft HFSS are used in designing the antennas. Antenna
~ performance is verified with measurements.

1. Introduction _

Spiral antennas are attractive for mobile communications, early warning, direction
finding, and other applications due to their low profile, broadband pattern and
impedance characteristics, circularly polarized radiation, and multi-mode.
capabilities. They can be fabricated in wire, printed strip or printed slot form, the
latter of which will be investigated in this paper. Two spiral geometries that have
received much attention in the past are the equiangular and Archimedean type.
Equiangular spirals belong to a class of antennas termed frequency independent
antennas [1,2]. Although Archimedean spirals do not fall into this category if a
strict definition given by Rumsey is imposed, they exhibit nearly frequency
independent performance over wide bandwidths and have been more widely
investigated than equiangular spirals [2,3]. True frequency independence requires
an infinitely large antenna with infinitely small feed transition in the center. Thus,
frequency limits are imposed in practice by the finite dimensions of the antenna.
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According to the band theory, radiation at a particular frequency occurs in rings
where the circumference of the spiral is M/, where M is the mode being excited
[2,3]. Thus, the maximum diameter of the antenna determines the lowest
frequency of operation, while the size of the center feed region limits the high
frequency performance. At low frequencies where the MA ring approaches the
outer edges of the antenna, unradiated power can be reflected from the ends of the
spiral arms and reradiated with the opposite polarization sense. Reflections from
the arm ends can be minimized by carefully designing their terminations to absorb
the unradiated energy. Arm terminations are often implemented with absorber
paint or impedance tapers realized with multiple chip resistors. For the antennas
in this paper a circular open end and single chip resistor are utilized as an arm
termination. At high frequencies radiation of residual in-phase currents can occur
where the circumference is KA, where K>M. Typically radiation from higher
order modes is undesired and results in pattern deformation and deteriorated
symmetry of the conical cut patterns or omnidirectionality. The radiating region
of the antenna can be designed so as to maximize radiation efficiency of the
desired mode and reduce the amount of contamination from higher order modes.
In general, self-complementary spirals (50% slot, 50% metal) provide the best
compromise between radiation efficiency and other antenna parameters of interest
such as impedance, omnidirectionality, and axial ratio.

In order to excite the M™-mode of a spiral antenna a total phase progression of
M-360° is required at the feed region. If properly excited the same phase
progression will be present along a conical cut in the antennas far field. It is
generally accepted that an N-arm spiral can radiate N-1 broadband modes.
While the 1* mode has one broad beam in the boresight direction, all other spiral
modes have a conical beam with a broadside null. The phasing necessary to
excite the second mode on a four arm spiral (180° between arms) and a typical
radiation pattern are shown in Figure 1. Unidirectional patterns of this type were
first obtained with a 4-arm non-planar conical spiral operating in the 2™ mode [4].
Similar spirals utilizing complex mode forming networks are used in surveillance
applications [2].

In this paper 4-arm printed slot spirals excited in the second mode are investigated.
Three feeding methods for 2"_mode operation are proposed. These are the dual-
Dyson balun, a dual microstrip feed, and a single vertical coaxial probe feed.
Advantages and limitations of each will be discussed while numerical simulations
and measurements are presented to verify the performance of the feeds and the
antenna itself. Antenna operation is simulated with Ansoft HFSS and an in-house
FE-BI code. Ansoft HFSS is used mainly to model the complicated microstrip
fed antenna while the FE-BI code is used for the vertical probe feed and ideal
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planar feed (Dyson balun). Simulations utilize an infinite waveguide backing
realized with a perfect absorber [5]. Measured antennas have metallic cavities
loaded with absorber. All data are presented in terms of normalized frequency f//5,
where f; is the frequency at which 24¢=nd and d is the spiral diameter.

2. Dual-Dyson Balun Feed

The first reported method of feeding a two-arm slot spiral antenna was the infinite
coaxial balun proposed by Dyson [6]. Recently dual mode operation of a 4-arm
Archimedean slot spiral with a dual-Dyson balun was demonstrated [7). The
infinite or Dyson balun is fabricated by soldering a semi-rigid coaxial cable
between slot arms and forming a coax to slotline transition at the center. Figure 2
indicates how the phasing conditions for 2"_mode operation (180° per arm, 720°
total) are achieved for the 4-arm slot spiral with a dual-Dyson balun. Notice that
adjacent arms are connected resulting in a CPW-like structure in the center and
wound into a spiral. As denoted in the figure, both ports are fed in phase for yind
mode operation. The infinite balun can provide broadband impedance
characteristics with little contamination of the antennas far-field. Drawbacks of
this feeding method include tedious fabrication, difficulty in duplicating the feed
identically on multiple antennas, changes in cable properties due to extensive
‘heating during fabrication, and feed cable losses at higher frequencies. Also, a
sufficient amount of metal must be left between the slot arms in order to allow
soldering of the coaxial cable to the ground plane and to match the input
impedance to 50Q. Thus, for a given aperture size the spatial requirements for
feed fabrication, losses, and impedance requirements will limit the arm length
(determined by growth rate) and or slot to metal ratio of the antenna.

2.1 Design Considerations
Several parameters affect the impedance and radiation properties of the spiral
antenna. Slot-to-metal ratio, arm length (determined by growth rate for a given
aperture size), and arm termination are a few. Slot-to-metal ratio affects both the
-input impedance and radiation properties of the spiral. Equiangular spirals are
often designed to be self-complementary (50% slot-to-metal ratio) because they
typically have more symmetric patterns than high or low slot-to-metal ratio spirals.
For example, Figure 3 shows the simulated (with FE-BI code) omnidirectionality
of three 5cm diameter 4-arm spirals with 25, 50 and 75% slot-to-metal ratios. All
three are fed with an ideal planar feed and the arms are terminated in a perfect
absorber. The self-complementary geometry shows the best omnidirectionality
over the frequency range investigated. Other parameters not shown such as gain,
input reactance, and axial ratio also exhibit the best values for self-complementary
structures. In general, the longer the spiral arms the. better the far-field
performance. However, it has been shown that the arm length needs only to be on
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the order of a wavelength at the lowest frequency of operation to achieve
symmetric 1¥-mode radiation patterns [6].

Proper arm termination is critical at the low end of the frequency band where un-
radiated traveling wave energy can reflect from the ends and reradiate with
opposite polarization. One previously employed technique with Archimedean
spirals is the use of a lossy impedance taper implemented with multiple lumped
resistors [8]. This technique is not well suited for equiangular spirals as the slot
width quickly increases as you move away from the arm end. Instead, a circular
open end and a single resistor at the junction with the slot line are utilized (see
antenna in Figure 3.4). Omnidirectionality at an elevation of 45° is shown in
Figure 4 for a dual-Dyson equiangular spiral with various resistor values at the
arm terminations. Chosen values correspond to chip resistors that were available.
Notice that the impact on performance is more evident at low frequencies where
the radiating ring approaches the outside of the antenna. At the low frequency
end 182Q resistors provide nearly a 2dB improvement in omnidirectionality as
compared to 10Q resistors. According to the simulated data it appears that the
resistor value is not extremely critical as long as it falls within a somewhat broad
range. The appropriate value will differ depending on the antenna geometry and
utilized substrate.

2.2 Realized Antenna

The dual-Dyson balun antenna shown in Figure 5 is fabricated on a 0.0508cm
(0.020”) thick Rogers Ultralam substrate with & = 2.5 and has a maximum
diameter of Scm. The dual-Dyson balun is constructed from two 1.19mm (0.047”)
diameter semi-rigid coaxial cables. For 2" mode excitation, radiation will occur
where the circumference is 24 so the lowest theoretical frequency of operation is
fo~ 4GHz. In the central region, from a radius of 4mm to 8mm, the spiral is
Archimedean with a slot width of 0.5mm and a metal width of 2mm. Outside a_
radius of 8mm, the spiral is equiangular with a slot-to-metal ratio of 30%. The . .
combination of Archimedean and equiangular spirals leaves sufficient metal area
for embedding the infinite coaxial balun. The cable length necessary for
constructing the Dyson balun is short relative to that required if the Archimedean -
center region was continued throughout the geometry. This somewhat simplifies
the balun fabrication and reduces the losses due to the feed cables. Additionally,
the only hardware required for mode formation is a simple power divider since
the two ports are fed in phase.

The theoretical free space input impedance of a self-complementary (50% slot-to-
metal ratio) 4-arm equiangular spiral operated in the 2" mode using the Dyson
balun type feed is 94Q. However, the input impedance varies with slot-to-metal




ratio, and is dependent on the thickness and permittivity of the substrate used for
fabrication. For example, Figure 6 shows the simulated input impedance with
three different substrate thicknesses corresponding to those on hand at the time of
fabrication. For thicker substrates the input impedance is reduced. However,
thicker substrates result in less efficient operation and adversely affect the far-
field performance The 0.0508cm (0.020”) thick substrate was found to be the -

‘best compromise for lowering input impedance without compromising far-field

performance. This substrate also provides mechanical rigidity and thermal
stability to prevent warping during fabrication of the infinite balun. With a 30%
slot-to-metal ratio and utilized substrate the average input impedance is around
75Q, resulting in a nominal return loss of -14dB without any impedance matching
circuitry.

"~ 2.3 Results

Simulated and measured results for the above described antenna are plotted versus
normalized frequency f/f,, where f;=4GHz for this antenna. Simulated results are
obtained with the antenna embedded in an infinite ground plane using an FE-BI
code. A circular waveguide filled by a perfectly matched absorber is used to
suppress backward radiation. Measured results are obtained with the antenna
embedded in a circular ground plane with diameter of approximately 6. An
absorber filled cavity is used to suppress backward radiation during measurements
and could be removed if bidirectional radiation is desired.

It should be noted that the antenna was fabricated with the feed points slightly
offset from the center. Simulated data are obtained with feeds in approximately
the same location, as well as with the feeds perfectly centered. This fabrication
error degrades some far-field parameters, particularly the omnidirectionality at
higher frequencies. However, there is good agreement between simulated and
measured results with the offset feeds. Thus, it is safe to assume that if the
antenna ‘were fabricated more precisely, the measured data would correlate with
the simulated data for perfectly centered feeds. Also, measured data are presented
here with the complex far-field response of a single channel/port rotated by 180°
and added to the original response.

Simulated and measured return loss with offset feeding points is shown in Figure
7. Simulated return loss is obtained directly at the actual feed points in the center
of the antenna while the measured return loss includes the infinite balun feed
cables. Numerical simulations predict return loss better than 10dB for the
frequency range investigated. For f//p<1.5 there is reasonable agreement of the
measured and simulated values. At higher frequencies, however, the return loss
of the realized antenna deviates from the predicted behavior and is worse than
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expected. This change in return loss may be due to thermal and mechanical
stresses presented to the cables during assembly. Note that the overall oscillation
in the measured return loss is due to the ringing effect in the feed cables.

Maximum gain versus normalized frequency is shown in Figure 8. The nominal
measured gain of the antenna is around 3dBic for ffp>1.5. More gain variation
with frequency is observed experimentally than is predicted numerically. This
may be due to the finite size ground plane used in measurements or some
fabrication issues that are difficult to control such as solder residue, effects from
feed cables, and temperature effects on cable losses due to soldering. Overall,
there is reasonable agreement between measured and simulated data. It is
apparent that the offsetting of the feeds is not detrimental to the antenna gain. In
fact, gain is somewhat higher over the middle of the frequency range of interest. .

Axial ratio is an important parameter for spiral antennas, indicating the purity of
the circular polarization. Measured and simulated axial ratio at the point of
maximum gain (QPmax, Omax) for the proposed antenna is shown in Figure 9. Axial
ratio is high at low frequencies where the antenna is not electrically large enough
to support radiation from the 24 ring. - At higher frequencies the axial ratio
decreases. The simulated results with offset feeding points predict axial ratio
below 3dB for 1.3<f//;<3.2. The measured axial ratio is slightly higher, but is
below 5dB for f/fp>1.2. Comparing the two simulated results with offset and
centered feeds shows that offsetting of the feed points does not significantly affect
the antenna performance with respect to its ability to produce circularly polarized
radiation at the angle of maximum gain.

Spirals are well known for their omnidirectional radiation patterns [2,3].
Measured and simulated omnidirectionality at the elevation (Omax) of maximum
gain for the proposed antenna are shown in Figure 10. With the offset feed points
there is good agreement between simulated and measured omnidirectionality.
However, the omnidirectionality is significantly deteriorated. With centered
feeding points simulations predict omnidirectionality below 3dB from f/fo~ 0.9 to
f/fo= 3. If the infinite balun feed structure were better fabricated it is expected
that the measured performance would be much improved. Additionally, the offset
feeding causes radiation from the 4% mode to be higher than expected, as
indicated by the increasing pattern asymmetry starting near f/f;=2. For the
properly fed antenna, simulations show pattern contamination from higher modes
beginning with the 6 mode near ffo= 3, as theory predicts.

Measured and simulated co- and cross-polar radiation patterns at 1.5f; are shown
in Figure 11. Notice that some small pattern ripple due diffraction from the finite




size ground plane is evident. At this frequency the effects of the offset feed points
are not yet apparent. Decomposition of the modal content of the measured
antenna pattern [3] is shown in Figure 11. Theoretically the radiation from the 4%
mode should be significantly less efficient than what was measured. However, as
discussed eatlier, the realized antenna has offset feed points and is thus plagued
by more efficient 4" mode radiation. It is important to note that the
exponential/equiangular spiral growth is more sensitive to the accuracy of the
feed phasing than corresponding (small) Archimedean growth. At f/fp=3.75
radiation from the 4® mode is as large as that from the desired 2" mode. It is
expected that the 4" mode content would significantly decrease if the feed points
were centered, as indicated in Figure 9 by the low omnidirectionality with the
centered feed for ///5>1.6.

3. Vertical Coaxial Probe Feed _

Another method for feeding a 4-arm slot spiral antenna demonstrated for the first
time in this work is a single vertical coaxial probe. Cross-section and top views
of the feed structure are shown in Figure 13. The vertical probe feed consists of
an absorber filled cavity through which a small semi-rigid coaxial cable passes.

_ The inner conductor of the coax makes contact to the top metal in the center

between the slot spiral arms which in this case is similar to the signal line of a
conductor backed coplanar waveguide with finite size ground planes. The outer
conductor of the coax is connected to a small metallic disk on the bottom side of
the substrate providing a proper grounding path for the currents. Two metallic
pins connect the metal between adjacent spiral arms (grounding conductor of the
CPW) to the metallic disk on the bottom side of the substrate to give the desired
phase progression for 2" mode operation. To the best of our knowledge this feed
has never before been used in conjunction with 4-arm slot spiral antennas. The
vertical probe feed method can be reliably fabricated and does not pose lower
limits on the metal width between slots. This allows a wider range of slot-to-
metal ratios and arm lengths to be explored. Also, an antenna fed in this manner
has a single port and requires no mode forming network. However, if the feed
region -is not designed carefully the far-field performance can be somewhat -
degraded as compared to the properly built infinite dual-Dyson balun.

3.1 Design Considerations

With the vertical probe feed there are few limitations on the spiral dimensions.
However, in addition to the parameters discussed in section 2.1, the design of the
vertical probe feed can significantly affect the input impedance and the far-field
performance of the antenna as well. Of particular importance is the size of the
ground disk which connects the outer conductor of the coaxial feed to the spiral
arms on the top side of the substrate. Whereas the theoretical input impedance of
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each port of the dual-Dyson feed is ~95€Q, the vertical probe feed is essentially
feeding the two ports in parallel and the input impedance is cut in half. This
would seem to provide a very close match to the 50Q feed cable, however, the
added capacitance from the grounding disk tends to further reduce the input
impedance. For example, the simulated input impedance of three identical S5cm
diameter equiangular spirals with different size ground disks is shown in Figure
14. As expected the input impedance decreases as the ground disk size increases
due to the increased capacitance at the feed region. The feed region design can-
affect the far field performance as well. Figure 15 shows the omnidirectionality at
the elevation angle of maximum gain for the same three cases of ground disk size.
Clearly the far-field performance is significantly degraded if the ‘ground disk is
taken too large. Note that the minimum size of the disk is determined by the
distance between the two grounding pins, or the physical fabrication limits. The
metal width between slots needs only to be just somewhat larger than the diameter
of center conductor of the coax probe. Thus, if the ground disk is kept small it
can be designed solely to glve a desired input impedance. For 2™ mode operation
it is apparent that to maximize far field performance and minimize return loss the
ground disk should be kept as small as possible.

3.2 Realized Antenna

The vertical probe fed equiangular spiral antenna shown in Figure 16 is realized
on a 0.031” thick Roger’s RT/duroid 5880 substrate with relative permittivity of
2.2. The feed cable is a 0.085” semi-rigid coax. The spiral is equiangular, self-
complementary, and each arm is 1 %; turns. The diameter is 10cm which gives a
theoretical minimum operation frequency of fy ® 2GHz. The equiangular
geometry begins at a radius of 0.5cm giving a theoretical maximum frequency of
approximately 20GHz which is well above the frequency range of interest for this
antenna. The ground disk has been optimized for minimum return loss and has
the shape shown in Figure 13. This shape provides sufficient area to solder the
outer coax conductor and grounding pins to without significantly degradmg the
return loss.

33 Results
Measured and simulated results are again shown versus normahzed frequency.

For this particular antenna the low frequency cutoff is approximately 2GHz.
Measured results are obtained with the antenna embedded in a 4 foot diameter
circular ground plane and with an absorber filled metallic cavity backing.
Numerical results are from the FE-BI code unless stated otherwise and are for the
. case of an infinite ground plane with infinite waveguide backing.
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Measured return loss is compared to that obtained numerically with both HFSS
and the in-house FE-BI code in Figure 17. Measured return loss is better than
15dB for the majority of the 5:1 bandwidth displayed. Note that effects due to the
feed cable connector have been gated out of the measured data. Losses due to the
cable have not been compensated for, however. This is evident at the high
frequency end where the measured return loss drops below the predicted value.
Both codes predict the return loss reasonably well.

Maximum gain is displayed in Figure 18. A nominal gain of approximately
3.5dBic for f/f>1.5 is achieved with good agreement between measurement and
numerical simulation with the FE-BI code. Figure 19 shows excellent agreement
between the measured and predicted elevation of maximum gain (Omax).
Maximum gain angle is relatively constant near 40° over a 5:1 bandwidth. The
axial ratio taken at the azimuth and elevation of maximum gain is presented in
Figure 20. Axial ratio is below 3dB for nearly all of the frequency range
investigated indicating a high degree of circular polarization. There is good
agreement between measured and numerical results below f/f6=3. At higher
frequencies there is some disagreement, however, the measured axial ratio is
- lower than the predicted value. Note that the axial ratio is dependent on the point .
at which it is taken. Typically axial ratio increases when moving further away

from the boresight direction will vary somewhat along a conical cut. '

The conical beam symmetry characterized again with omnidirectionality (taken at
an elevation angle of 45°) is shown in Figure 21. Numerical results predict
omnidirectionality better than 3dB over more than a 3:1 bandwidth while
measurements show omnidirectionality below 3dB for only a 2:1 bandwidth. For .
normalized frequency from 2 to 4 the omnidirectionality is approximately 2dB
higher than expected. Above fif;=4.5 there is good agreement between
measurements and simulation. If the 2 mode of a 4-arm spiral is ideally excited
the first contamination from higher order modes should be from mode 6 near
fIfi=3. Above that, mode 10 at f/f;=5 should be the next unwanted mode that
radiates efficiently. However, it is evident that pattern symmetry begins to
degrade at f/f;=2 indicating that the 4™ mode is radiated more efficiently than
expected. This may be due to feed point asymmetry on the fabricated antenna
resulting in slight differences in the magnitude and/or phase of the excitation of
~ the two sets of arms.

Several measured radiation patterns for the vertical feed equiangular spiral are
shown in Figure 22. Both co-polar and cross-polar gains are plotted for 10°
increments in the azimuth direction. From a normalized frequency of 1.5 to 6 the
patterns are reasonably symmetric and show a high degree of circular polarization.
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Notice that at low frequencies some pattern deformation due to diffraction effects
of the finite size ground plane are observed.

4. Dual Microstrip Feed

The microstrip feed consists of a microstrip line printed on the bottom side of the
substrate, as shown in Figure 23. The metal between slot arms serves as the
ground plane of the microstrip. At the central feed region the microstrip lines
cross the slot lines perpendicularly are terminated in a short circuit. Mastering the
design of the microstrip feed would significantly simplify fabrication as the
antenna would be entirely planar. Particularly, the repeatability for large
quantities would be improved and the overall cost would be reduced as well.
Also, the microstrip width can be tapered to provide a broadband impedance
transition from the feed port (typically 50€) to a given antenna input impedance.

4.1 Design Considerations

‘Several research groups in the past have attempted to implement a microstrip feed
with two arm spirals [9,10] Major difficulties typically encountered include
radiation from the feed line in the opposite polarization sense, coupling between
microstrip and slot line traveling waves, and asymmetry in the feeding structure
(no dummy microstrip line). This feed technique imposes size limitations similar
to the Dyson balun. While the Dyson balun does not radiate and does not
interfere with the slot line mode, the microstrip feed certainly does. Intuitively it
is clear that the smaller the microstrip line is compared the metal between slots,
the less it will interfere with antenna performance. This can be accomplished by
modifying the spiral itself and/or by reducing the microstrip width (which
increases its characteristic impedance). As for the antenna, growth rate can be
increased and slot-to-metal ratio can be decreased. However, if the growth rate is
taken too large or the slot width too narrow the antenna performance can be
 significantly degraded even with an ideal feed. Also, if the slot width is decreased
the antenna input impedance will decrease which will require a wider microstrip
to match it. Reducing the microstrip width while preserving its characteristic
impedance can be accomplished by reducing the substrate thickness and/or
increasing its permittivity. Thinner substrates have the disadvantage of poor
mechanical rigidity. High permittivity substrates, on the other hand, significantly
degrade spiral antenna performance. Further investigation of how each of these
parameters affects antenna performance is necessary in order to design antennas
that operate well over wide bandwidths.

4.2 Realized Antenna
As a first attempt to show the ability of this type of feed to produce 2"-mode
radiation patterns the same geometry as was used for the dual-Dyson balun is




taken as the starting point. Similar to the previous antenna, a 0.02” thick Roger’s
Ultralam substrate with relative permittivity of 2.5 is used for fabrication. Rather
than soldering coaxial feed cables to the metal between slot arms, two microstrip
lines are fabricated on the opposite side of the substrate. At the outer edge the
microstrip lines are designed to have a characteristic impedance of 50Q. The
microstrip lines are then wound at-the same rate as the antenna and linearly
tapered to an impedance of 75Q to match the input impedance of the equiangular
spiral. Two coaxial probe feeds are integrated vertically into the absorbing cavity
to feed the microstrip lines from their outer edge.

4.3 Results

Since the microstrip feed structure is difficult to setup up in the FE-BI code
Ansoft’s HFSS is used to model the antenna performance. Preliminary
simulations and measurements show that this feeding method is indeed capable of
producing 2™_mode radiation patterns. For example, Figure 24 shows measured
and simulated radiation patterns at 1.5f;. Both co- and cross-polar gains are
plotted. Note that the measured data consists of only two principle plane cuts.
Although not explicitly shown here, as frequency increases the higher order spiral
modes, as well as radiation from the microstrip (with maximum at the broadside
direction) quickly become more influential and both omnidirectionality and
broadside null depth deteriorate. '

5. Conclusion

Three 2"%-mode feeding methods for 4-arm slot spirals have been proposed, two
of which have not previously been employed in the same manner. The dual-
Dyson balun is sensitive to fabrication errors and imposes limits on design
parameters such as slot-to-metal ratio and growth rate. The vertical probe feed is
not planar, but is relatively easy to fabricate and replicate on multiple antennas,
_ allows the input impedance to be tailored, and requires no mode forming network.
It too is somewhat susceptible to higher than expected 4™ mode radiation due to
asymmetry at the feed point. The dual microstrip feed imposes similar size limits,
the microstrip line itself can radiate, and coupling of the microstrip and slotline
modes can occur. Further investigation of the dual microstrip feed is in progress.
Of the three realized antennas, the vertical probe feed spiral has the best
performance. The proposed methods show promise for use as broadband feeds in
a wide variety of applications. - '
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Figure 1. Phasing requirements for 2" mode excitation of a 4-arm spiral (top)
and a typical'Z“d-mode radiation pattern (bottom).

145



| BlectiicFieds | Magnetic Gurents
Figure 2. Dual-Dyson or infinite balun feeding method for 2"_mode 4-arm slot
spiral with two coaxial cables embedded in the ground plane between arms.
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Figure 13. Side (top) and top Sbottom) views of the single vertical probe feed for
a 2"%mode 4-arm slot spiral. '
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Microstrip

Figure 23. Dual-microstrip feeding method for 2"_mode 4-arm slot spiral.
Microstrip and slot are on opposite sides of the substrate.
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Figure 24. Measured and simulated radiation patterns of dual-microstrip feed
equiangular spiral at 1.5f..
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Abstract: A novel ultra-wideband antenna is proposed, which achieves ultra-
wideband operation through proper magnetic coupling of two adjacent sectorial
loop antennas in a symmetrical arrangement. A large number of CSLA antennas
with different geometrical parameters are fabricated and their measured responses
are used to experimentally optimize the geometrical parameters of the antenna to
achieve ultra wideband operation. It is shown that, after optimizing the
geometrical parameters of this antenna, it shows a VSWR of lower than 2 across an
8.5:1 frequency range while maintaining excellent polarization purity. Furthermore,
the antenna has consistent radiation patterns in the first two octaves of its
impedance bandwidth. Modified versions of the CSLA are also designed to reduce
the overall metallic surface of the antenna while maintaining its wideband
characteristics.

1. INTRODUCTION

A few decades after the early investigations on ultra-wideband (UWB) wireless systems,
they have found various applications in a number of different wireless systems. Ground
penetrating radars, frequency hopping communication systems for military applications,
and UWB short pulse radars can be named as few examples. Such systems require
antennas that are able to operate across a very large bandwidth with consistent radiation

parameters. A number of different techniques have been used to design such wideband™

antennas. Traveling wave antennas and antennas with topologies that are entirely defined
by angles are inherently wideband and have been extensively used [1]-[4]. Self
complementary antennas provide a constant input impedance irrespective of frequency
and have been extensively studied in [5]. Another technique for designing wideband
antennas is to use multi-resonant radiating structures. Log-periodic antennas, microstrip
patches with parasitic elements, and slotted microstrip antennas for broadband and dual-
band applications are examples of this category [2], [6]-[8].

The electric dipole and monopole above a ground plane are perhaps the most basic type
of antenna. These antennas are usually narrow-band antennas. However, in recent years, a
number of different plate monopole antennas were introduced that have considerably
large bandwidths [9]-[11]. Impedance bandwidth characteristics of circular and elliptical
monopole plate antennas are examined in [9]. Wideband characteristics of rectangular
and square monopole antennas are studied in [10] and a dielectric loaded wideband
monopole is investigated in [11]. In this paper, a new type of single-element wideband
antenna is proposed. The antenna is composed of two parallel coupled sectorial loop

* Patent pending
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antennas (CSLA) that are connected along an axis of symmetry. The geometrical
parameters of this antenna are experimentally optimized and it is shown that it can easily
provide a wideband impedance match over an 8.5:1 frequency range with consistent
radiation patterns across the first two octaves of its impedance bandwidth (a 4:1
frequency ratio). The antenna is then modified such that its overall metallic surface is
substantially reduced. This considerably reduces its weight and wind resistance when it is
designed to operate at lower frequencies for applications such as ground penetrating
radars or TV broadcast where the antenna dimensions become large.

In what follows, first the design and experimental optimization of the geometrical
parameters of the CSLA is presented. Then the geometry of this optimized CSLA is
modified to reduce the overall metallic surface of the antenna and two modified CSLAs
are introduced. Finally, the radiation parameters of these three antennas across their entire
bands of operation are presented and discussed.

2. COUPLED SECTORIAL LOOP ANTENNA

a. Antenna Design

The topology of the proposed antenna is shown in Figure 1(b). The antenna is composed
of two sectorial loops connected in parallel along the axis of symmetry (z-axis) as shown
in Figure 1(a). The three parameters that affect the antenna response are the inner and
outer radii of the loop R;, and R, and the angle a as shown in Figure 1. In this paper, we
pursue an experimental approach to optimize these geometrical parameters to achieve
UWB operation. For the antenna shown in Figure 1(a), the lowest frequency of operation
is determined by the overall effective circumference of the loop as expressed by the
following approximate formula:

2c
= 1
S (T-a+2)t5 (R, +R,,) @

Where e is the effective dielectric constant of the antenna's surrounding medium, c is
the speed of light, and Rin, Rou, and a are the geometrical parameters of the antenna as
shown in Figure 1. The average radius of the loop, Ra=(Rint+Rour)/2, is determined using
(1). Therefore the parameters that remain to be optimized are a and t=(RourRin).

In order to obtain the optimum value of o, nine different antennas with o values from 5°
“up to 80° with R;=13mm and R,.~14mm were fabricated and their responses were
measured. Since the antenna topology shown in Figure 1 needs a balanced feed, the
topology in Figure 2 was used, where half of the CSLA over a ground plane is used and a
simple coaxial probe feeds the antenna. For simplicity in the fabrication process, the
antenna is printed on a thin dielectric substrate with dielectric constant of £z=3.4 and
thickness of 500pm and is mounted on a 10cmx10cm ground plane. For brevity, only
measured S;; values for 0=5°, 20°, 40°, 60°, 80° are presented in Figure 3(a). It is seen
that as o increases from 5° to 90° the impedance bandwidth increases and reaches its
maximum at a=60° with an impedance bandwidth from 3.7 GHz to 10 GHz. The next
step in the experimental optimization is to find the optimum ¢ value. For doing so, three
different antennas with 0=60°, R,;,=13.5mm, and 0.4, 1.0, and 1.6mm are fabricated
and the measured S;; of these antennas are shown in Figure 3(b). As can be seen,
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decreasing ¢ results in achieving a wider bandwidth. This trend can be continued and
wider bandwidths can be obtained by further decreasing ¢ as is shown in the next
subsection.

b. Radiation Parameters

In the previous section, the optimum geometrical parameters of the antenna were
experimentally obtained. Based on this process, a CSLA with R;;=27.8mm, R,,~28mm,
and 0=60° is fabricated and mounted on a 20cmx20cm ground plane. The dimensions are
increased to lower the lowest and highest frequencies of operation and simplify the
radiation pattern measurements. The antenna has a VSWR of lower than 2.2 from
1.7GHz to 14.5GHz (see Figure 9), which is equivalent to an 8.5:1 impedance bandwidth.
The radiation patterns of the antenna are measured across the entire frequency band and
are presented in Figures 4, 5, and 6. Figure 4 shows the far-field co- and cross polarized
(Ee, E,) radiation patterns in the azimuth plane (x-y plane). It is seen that the patterns are
consistent up to /=8 GHz. As the frequency increases beyond 8 GHz, the radiation
patterns start to change; however, they are similar to each other for 10 GHz <f < 16 GHz.
The radiation patterns in the elevation planes are also measured for two different planes
at =0°, 180°, 0° <0 < 180° (x-z plane) and ¢=90°, 270°, 0° <0 < 180° (y-z plane) and
are presented in Figures 5 and 6 respectively. As frequency increases, the electrical
dimensions of the antenna increase and as a result, the number of lobes increases. Also,

~ the number of minor side lobes in the back of the ground plane (90° < 6 < 180°) increases

significantly. This is caused by diffractions from the edges of the ground plane, which
has larger electrical dimensions at higher frequencies. At lower frequencies, the radiation
patterns are symmetric; however, as frequency increases, the symmetry is not observed
very well. This is caused by the presence of the coaxial cable that feeds the antenna and
disturbs the symmetry of the measurement setup. Since the cable is electrically large at
higher frequencies, it has a larger effect on the radiation patterns of the antenna at these
frequencies. In all the measured radiation patterns, the cross polarization level (Ey) is
seen to be negligible. This is an indication of good polarization purity across the entire
frequency band.

3. MODIFIED CSLAs

a. Antenna Design

It is possible to scale the dimensions of the CSLA such that it operates at lower
frequencies for applications such as TV broadcasting or ground-penetrating radars. For
these applications the wavelength is large, therefore the antenna dimensions become very
large. This increases the antenna weight and its wind resistance; therefore, it is desirable
to reduce the metallic surface of the antenna as much as possible, while maintaining its
characteristics. In order to do this, the electric current on the antenna surface is examined
using numerical simulations based on the method of moments. The magnitude of the
electric current on the surface of the antenna is shown in Figure 7 at four different
frequencies. It is observed that the electric current density is very small in the sector
confined in the range of -30° < 6 <30°. This suggests that this sector of the antenna can
be removed without significantly disturbing the current distribution on its surface. This
results in a design that is shown in Figure 8(a) and, because of its similarity to the letter
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“M”, is called the “M1 CSLA”. Applying the same approach to the “M1” antenna and
examining its current distribution reveals that the electric current density is large around
6=30°, 60°, 120°, and 150° edges and has lower values in between (30°<6<60°).
Therefore, another pie-slice section of the antenna, which is confined in the ranges
40°<0<50° and 130°<0<140° can be removed to obtain the antenna shown in Figure 8(b).
This antenna is called the “M2” CSLA. Two “M1” and “M2” antennas with 0=60°,
R:»=27.8mm and R,,~28mm are fabricated on a thin substrate with thickness of 0.5mm
and dielectric constant of 3.4 and mounted on a 20cmx20cm square ground plane. The
measured return losses of these two antennas are given in Figure 9 along with the S;; of
the original CSLA antenna with the same dimension. It is seen that all of the antennas
have VSWRs lower than 2.2 in the frequency range of 2-14~GHz as shown in Table L
The best input match is, however, observed for the “M2” CSLA with the VSWR lower
than 2 across its entire band of operation.

Antenna Type Frequency Range BW MAX VSWR
Original CSLA 1.7- 14.5 GHz 8.5:1 2.2
“M1” CSLA 2-14.7 GHz 7.35:1 2.2
“M2” CSLA 2.05-15.3 GHz 7.46:1 2.2

Table I. Comparison between the bandwidth of the original, “M1”, and “M2” CSLAs.

b. Radiation Parameters

The radiation patterns of the “M2” CSLA are measured at three different planes across its
entire frequency band and are presented in Figures 10, 11, and 12. The co-pol, Ee, and
cross-pol, E,, far-field radiation patterns in the azimuth plane are shown in Figure 10 and
are observed to be similar to those of the original CSLA. Similar to the previous section,
the elevation patterns at x-z (¢=0°, 180°, 0° < 0 < 180°) and y-z (¢ =90°, 270°, 0° < 6 <
180°) planes are measured and reported in Figures 11 and 12. Similar to the original
CSLA, the patterns change as the frequency increases and the minor side lobe levels
increase with frequency. The gains of the three CSLA antennas are measured in the
anechoic chamber of the University of Michigan in the frequency range of /=2-16 GHz
using a double-ridge standard horn reference antenna and are presented in Figure 13. The
gain of the antennas are measured at 6=90°, ¢=90°. As frequency increases from 2 to 6
GHz, the electrical size of the antenna increases and so does its gain. However, as is
observed from Figure 13, the antenna gain decreases as frequency increases from 6 GHz
up to 10 GHz. This is a consequence of the change in the direction of maximum
radiation in the azimuth plane as is seen from Figure 10.

4. CONCLUSIONS

A novel ultra-wideband coupled sectorial loop antenna is designed that has an 8.5:1
impedance bandwidth. The antenna has consistent radiation parameters over a 4:1
frequency range with excellent poldrization purity over the entire 8.5:1 frequency range.
Modified versions of this UWB antenna, with reduced metallic surfaces and similar
radiation parameters, were also designed, fabricated, and measured. Measurement results
indicate that these modifications do not adversely affect the UWB behavior of the
antenna.
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Figure 3. Measured S;; values of a number of CSLAs used in the experimental
optimization process. (a) Ri=13mm, R,,~14mm, and different o values. (b)
(RitRout)/2=13.5mm, a=60°, and .different RourRin values.
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Figure 4. Measured radiation patterns of the CSLA in section 2 in the azimuth plane. The
solid line is co-pol (Eg) and the dash-dotted line is the cross-pol (E,) components
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Figure 5. Measured radiation patterns of the CSLA of section 2 in the elevation plane
(9=0°, 180°, 0° < 6 < 180°). The solid line is co-pol (Eg) and the dash-dotted line is the

cross-pol (E,) components.

10 GHz 12 GHz 14 GHz 16 GHz
Figure 6. Measured radiation patterns of the CSLA of section 2 in the elevation plane
(9=90°, 270°, 0° < 0 < 180°). The solid line is co-pol (Eg) and the dash-dotted line is the
cross-pol (Ey) components.
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Figure 8. Topology of the modified CSLAs of section 3. (a) “M1” CSLA. (b) “M2”
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Figure 9. Measured Sy values of the original CSLA of section 2 and the “M1” and “M2”
CSLAs of section 3.
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10 GHz 12 GHz 14 GHz 16 GHz
Figure 10. Measured radiation patterns of the “M2” CSLA in section 3 in the azimuth
plane. The solid line is co-pol (Ee) and the dash-dotted line is the cross-pol (Eg)
components.

10 GHz 12 GHz 14 GHz 16 GHz

Figure 11. Measured radiation patterns of the “M2” CSLA of section 3 in the elevation
plane (¢=0°, 180°, 0°< 6 < 180°). The solid line is co-pol (Eg) and the dash-dotted line is
the cross-pol (E,) components.
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10 GHz 12 GHz 14 GHz 16 GHz
Figure 12. Measured radiation patterns of the “M2” CSLA of section 2 in the elevation
plane (¢=90°, 270°, 0° < 8 < 180°). The solid line is co-pol (Eg) and the dash-dotted line
is the cross-pol (E,) components.

Frequency [GHz]
Figure 13. Measured gain of the original CSLA of section 2 and the “M1” and “M2”
CSLAs of section 3. The gains are measured in the azimuth plane at ¢=90°, 6=90°.
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A Circularly Polarized Metamaterial and Dielectric
Resonator Antenna with Enhanced Bandwidth

Amelia Buerkle and Kamal Sarabandi .
Electrical Engineering and Computer Science, The University of Michigan

Abstract

This work extends a previously developed method to improve
the bandwidth of a dielectric resonator antenna (DRA) [1]. The
prior technique combines a slot antenna and a DRA to effectively
double the available bandwidth. With proper design it is observed
that the resonance of the slot and that of the dielectric structure
itself may be merged to achieve extremely wide bandwidth over
which the antenna polarization and radiation pattern are preserved.
In addition, using the dielectric resonator antenna, a volumetric
source, improves the radiation power factor of the radiating slot.
Bandwidths on the order of 25% at 2.4 GHz are achieved.

The current work extends this idea. Probe feeds are used to
reduce back radiation and a parasitic probe is introduced to further
increase bandwidth. Metamaterials are also used to provide size
and additional bandwidth improvements. These changes are then
incorporated into a circularly polarized (CP) design. A description
of the design and simulation results are given. Results indicate
40% bandwidth at 277MHz. Measurements are to be carried out
following fabncatlon

A. Probe feed

One drawback of using a slot to feed the DRA is back radiation; the slot
dimensions necessary to merge the resonances may be large enough to allow
non-negligible radiation below the ground plane. Even though the DRA tends
to direct the radiation upwards the amount of back radiation may not be
acceptable for some applications. In order to reduce the back radiation a
probe-feed is used in the present study. Although more difficult to fabricate,
.the probes also allow for easier implementation of a CP design. It is noted
that using the probe feed leads to higher cross-pol levels in the H-plane (the
z — z plane in Fig. 3). Loop feeds could instead be used to mitigate cross-pol
radiation and allow for lower axial ratios.

B. Parasitic Probe

- The concept of merging resonances to augment bandwidth can also be ex-
tended to include additional resonances from parasitic elements. If properly"
designed the parasitic element yields a third resonance at the proper frequency.
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For example, in the original design, an additional aperture can be added next
to the fed aperture. The two apertures are coupled through the electric field
in the DRA, each producing a resonance; all three resonances would share the
same linear polarization. The presence of the second aperture exacerbates the
back radiation problem. Alternatively, a parasitic probe can be added on the
other side of the DRA, as shown in Figure 3(a). In this design a parasitic
probe is short circuited to the ground plane opposite from the fed probe.

" C. Metamaterials

Metamaterials are used to provide enhanced miniaturization while simul-
taneously increasing the bandwidth of the DRA resonance. Antenna size is
generally determined by the wavelength in the antenna material:

Ao
vV Hrer

where ), is the freespace wavelength and ¢, and p, are the relative permittivity
and permeability, respectively. In the past, only high permittivity materials
were available to decrease antenna size; however, the use of such materials leads
to increased energy storage in the antenna near field and narrow bandwidth.
Incorporating artificial metamaterials with both p, and e, greater than one
can result in the same size antenna without the adverse effects of using high
permittivity materials [2]. Since the energy storage effects are reduced, the
ability of the structure to radiate power into free space is improved and the
resonance bandwidth increases. .

The simulation results of a study on a 2.4 GHz slot-fed DRA are given to
provide qualitative evidence of the bandwidth enhancing capability of these
materials. In each case, the intrinsic impedance (1/p/€) is varied while the
product p.e, = 25 and the DRA size, 2.67 cm square by 1.67 cm tall, are
held constant. The degree of matching varied as the permittivity and per-
meability were adjusted; modifications such as changing the slot length and
position of the DRA over the slot were made to achieve a -10dB match. The
percent bandwidth of the DRA resonance is plotted versus the log of the in-
trinsic impedance of the DRA (log;o v/ #+/€r) in Figure 1. It is observed that
logo v/ 1tr/€r = 0.24, corresponding to u, = 8.62 and € = 2.9, is an opti-
mal configuration in terms of maximizing the bandwidth of this design. This
demonstrates that, in general, using a combination of both y, and ¢, in design
can improve the bandwidth. ‘

In this design the metamaterial is a ceramic hexaferrite made by TransTech
[4]. The material has relative permittivity and permeability of approximately
16 and 8.5, respectively. The magnetic loss tangent (tand,,) is approximately
0.04; tand, is estimated to be five to ten times smaller than tand,. The
- current fabrication procedure limits the material thickness to roughly 0.5 cm.
For this reason, a layered design using regular dielectric layers alternated with

(1)

Ad=

170




]
L
X

Bandwidth (%)
x

X
X

-1 -0.5 Iogw? Nise) 0.5 1

Fig. 1. Percent bandwidth versus the log of the DRA intrinsic impedance.

~ hexaferrite layers of the same thickness is used. The dielectric layers used in

the fabricated design are Roger’s TMM4 and have relative permittivity of 4.5
with tand, < 0.002 [5].

It is difficult to accurately predict the resonance frequency of the layered
DRA. The conventional dielectric waveguide model (CDWM) which is applied
in [1] cannot be used with the dominant TE!! mode in the layered case
because of the boundary conditions on the resonator ends. However, since
the layer thickness is small compared to the wavelength inside the DRA an
effective permittivity and permeability may be used to estimate the resonance
frequency. Effective parameters are obtained by modeling the DRA layers as
series capacitors and inductors with values corresponding to their respective
permittivity and permeability. These expressions should only apply to the
z component of the parameters (¢, p,) as the transverse components (ex,y,'
Yz,y) are not affected by the layered design. However, the resulting anisotropy
is neglected in this approximation. In the case of fourteen equal thickness,
alternating hexaferrite and dielectric layers:

+ 1 13-t
I‘r,eff =~ ETIT#T% ~ 4.75 Ereff = 2(6,.1 -GZ') ~7 (2)

where 1 refers to the hexaferrite (e,; = 16, p,y = 8.5) and 2, the dielectric

(€r2 = 4.5, o = 1). Using these approximate values ,/frefférers =~ 5.8 which
is near an average value of 6.5 obtained by considering the probe lengths and
their respective resonance frequencies. The resonance frequency of TE, modes

may be found using
c \/___—'
= k2 + k2 + k2 3
27 \fHiresfErefs V v ®)

where c is the speed of light and p, and e, are the effective permeability and
permittivity. The wavenumbers in the z, y, and z directions, k., ky, and k.,
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Fig. 2. Diagram of planned feed network using microstrip and a hybrid coupler.

are given by

ky = %’5 k, = -’%’i k,tan (kh) = piressy /K2 + k2 — k2 @

where a, b, and h are the z, y, and z dimensions of the resonator. After solving
equation 4 for the wavenumbers, the resonance frequency found from equation
3 is 264 MHz. This agrees with the simulated resonance at 260 MHz. Based
on the radiation patterns the other simulated resonances at 319 and 370 MHz
are believed to come from the probes; the lower of these being from the longer,
fed probe, and the upper from the shorter, parasitic probe. ‘

D. Circular Polarization

The application for which the antenna is designed requires circular polariza-
tion. A square DRA is ideal for CP implementation because two orthogonal
modes can be excited using two probes along adjacent walls, as shown in Fig-
ure 3(b). At the DRA resonance E, has a null at the midpoint of the DRA
length in the y direction so the presence of the second probe should not affect
the return loss at this frequency. At the probe resonance the effect of the sec-
ond probe may be non-negligible. However, based on the return loss simulated
with and without the second CP probe the effect is not substantial.

In the fabricated design a 90° hybrid coupler will be used to divide the input
power to feed the two probes via microstrip as shown in Figure 2. Coaxial feeds
could also be used rather than microstrip.

E. Simulation Results

A diagram of the final layered CP design with four probes, two fed and two
parasitic, is shown in Figure 4. The DRA dimensions are 17.2 cm square by
7.5 cm tall; there are 14 layers each of which is 0.54 cm thick. The probes
are located at the midpoint of each side, 0.54 cm in from the DRA edge.

172




(b) Circularly polarized probe fed DRA.

Fig. 3. Diagrams of probe fed DRA with (a) parasitic probe and (b) CP feed.

Simulations are carried out using the finite-difference time-domain (FDTD)
method [3]. In order to simplify the FDTD model, the first probe is fed while
the other fed probe is matched with a 50 §2 termination as it would be with
the coupler. Therefore, the return loss reference plane is at the base of the
fed probe rather than at the input to the coupler. Results for the return loss
are shown in Figure 5. Since the design is symmetric an identical result is
obtained when the other input probe is fed. The first resonance at 260 MHz
is associated with the DRA, the second at 317 MHz with the fed probe, and
the third at 370 MHz with the shorter, parasitic probe. The 10 dB bandwidth
is 40% at 277 MHz. Copolarized radiation patterns in the ¢ = 90° and ¢ = 0°
- planes are shown in Figure 6. Again, the first probe is fed while the second
CP probe is terminated in a matched load. Measurements will be carried out
when antenna fabrication is completed.
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Fig. 5. Simulated return loss for the triple resonant metamaterial DRA. The first resonance
at 260 MHz is associated with the DRA, the second at 317 MHz with the fed probe,
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Abstract

In this work, a cavity model [1] of a radiation and frequency reconfigurable
microstrip square spiral antenna [2] has been developed. This provides
physical insight into the operation of the antenna and also serves as a
foundation for the development of a generalized design methodology. To
verify the cavity model of the reconfigured radiation antenna, commercially
available full wave electromagnetic solvers have been used to examine the
behavior of the radiating slots provided by the cavity model. Measured and
simulated results are provided for a rectangular patch using this software
approach to demonstrate the accuracy of modeling the radiation behavior of
the radiating slots from the microstrip patch-mode. Measured and simulated
results are then provided for the reconfigurable antenna, verifying the
resonant operation and cavity model analysis used to characterize the
antenna. ' :

1. Introduction

The radiation and frequency reconfigurable single turn square spiral microstrip
antenna [2, 3] has successfully demonstrated its versatility for several
applications. Related work involving this reconfigurable antenna has illustrated
its flexibility in array applications [2], as well as its behavior after integration onto

- generic laptop chassis [4]. To better serve both current and future applications,

this paper focuses on the interpretation of the physical mechanisms which are
responsible for the reconfigured radiation (which occurs over a common
impedance bandwidth) and frequency behavior of the antenna.
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For this particular microstrip geometry, which operates as a standing wave device,
the cavity model [1, 5] is adopted to accurately capture the antenna’s
performance. In general, the versatility of the cavity model makes it very suitable
for numerous antennas. It has proven to be a powerful analysis tool, and has
demonstrated this outside the realm of traditional microstrip patch antennas [e.g.,
6 and 7] with good success. Overall, this method provides straightforward results
and an excellent physical interpretation of the radiating mechanisms associated
with the antenna, along with a solid foundation for understanding the operation
with respect to frequency. The model can then be used as the basis for a design
methodology that can be used for new substrates, frequencies, and radiation

requirements.

This paper begins with a brief description of the antenna’s geometry and
operation. The cavity model is presented next and discussed in the framework of
the reconfigurable antenna. Following this, the appropriate cavities are then
identified for each radiation reconfigurable configuration. With the cavities and
local boundary conditions resulting from short and open circuits, the geometries
of the radiating slots for the two antenna configurations (broadside and endfire)
are then determined. The radiation characteristics for the equivalent set of
cavities are examined next using commercially available software. To validate
the method, the radiation behavior of a rectangular patch antenna on a finite
ground plane is simulated and compared to measured data. Following this, the
radiation properties of the reconfigurable antenna are simulated, and compared to
measured values. The paper concludes with a short summary and discussion of

future work.
2. Reconfigurable Antenna
2.1 Geometry and Behavior

The reconfigurable antenna geometry discussed in [2] is capable of switching
between broadside and endfire radiation characteristics, maintained over a
common impedance bandwidth centered around 6.9 GHz. The total linear
dimension of the antenna is 81 mm (~2.5 Aef), and it is fabricated on Duroid 5880
substrate with €, = 2.2 and h = 3.175 mm (approximately 0.07A at 6.9 GHz). The
antenna geometry can be seen in Figure 1, and all relevant dimensions of the
antenna are given in Table 1. The total footprint (area) of the antenna is
approximately 0.5Ao x 0.5A9 at 6.9 GHz. To excite the antenna, a vertical SMA
probe (diameter = 1.23 mm) is connected to the interior end of the spiral. The
outer end of the spiral is shorted to ground with a copper via (diameter = 1.23
mm).
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Figure 1. Antenna geometry and orientation for reconfigured radiation
configurations. In the endfire configuration, the switch at e’ is open and the
switch at ¢’ is closed, forming the square spiral geometry. For the broadside

configuration the switch at ¢’ is open and the switch at €’ is closed, separating the
spiral into the probe fed section and shorted parasitic section.

Table 1. Dimensions (mm) for the antenna geometry in Figure 1.

16.0 | 18.0 | 180 | 7.0 | 22.25 | 12.0 | 85 12 1.0 | 1.25 | 3.175

2.2 Operation

To alter the standing electric field distribution on the structure and reconfigure the
radiation patterns, two surface mountable switching elements of dimension 1.0
mm x 1.0 mm (currently hard-wired for proof of concept) are incorporated into
the design. For impedance tuning purposes, the local position of these switching
elements may be properly adjusted to achieve the desired impedance match. In
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the endfire configuration, the switch location at ¢’ is closed and the switch
location at e’ is open. With this combination, the single turn square spiral
geometry is recovered. In the broadside configuration, the switch location at ¢’ is
open and the switch location at ¢’ is closed. In this configuration the antenna is
~ composed of two separate sections: the probe-fed section and the grounded
parasitic section which is excited via coupling across the contiguous section of
length £, separated by the distance s.

3. Cavity Model

As previously stated, the antenna discussed in this work can be modeled by an
equivalent set of cavities. However, the antenna does not directly follow the
operation of a rectangular patch (or other canonical shape [1]), so the resulting
cavity model and radiating slots must be reconsidered accordingly for the
geometry and use of higher order modes in the cavity. In [1, 5] it can be found
that for low impedance lines (e.g., rectangular patches), the slot configuration for
a linearly polarized radiator is straightforward and is constructed as two slots
(separated by the resonant length L). For each of these slots, there is a uniform
electric field distribution with the appropriate polarization (based on the fringing
field distribution of the patch along the resonant length). The present analysis
continues by representing the equivalent slots with magnetic current elements [1,
5]. For brevity, this work deals primarily with the electric field representation of
the radiating slots, so the magnetic currents will not be dealt with explicitly
(although the analysis will be extended to this in the future).

3.1 Microstrip Patches and Radiators

To model the reconfigurable antenna as a resonant device, aspects of the cavity
model are examined and discussed to justify the necessary assumptions associated
with this analysis. For example, when modeling the rectangular microstrip
geometry to higher degrees and/or for higher order modes, the low impedance line
presented by the rectangular geometry can be thought of having four individual
slots residing around the outer perimeter. Upon further investigation into the
fundamental TMy; mode, it can be seen that the magnitude of the secondary slots
(representing the fringing fields which support the modal - or sinusoidal -
behavior along the sides of length L) is significantly smaller than the primary
slots (along the width which support a uniform electric field distribution W).
Along with the significantly smaller magnitude, the field distributions along these
edges will experience destructive superposition in the far field at broadside due to
- the field polarization and spacing along these dimensions. For the reconfigurable
antenna, the contributions from the slots associated with both of the characteristic
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dimensions (L and W) will differ from that of rectangular patch geometry. This is
attributed to the reconfigurable antenna geometry which is: (1) wrapped into the
square spiral geometry along the resonant length L and (2) a high impedance line
of dimensions such that W << L.

3.1.1 Long Microstrip Radiators

Although different from the reconfigurable antenna in many aspects, the long
microstrip radiator in [6] has interesting parallels in its geometry. It consists of a
conducting strip wrapped around the axis of a cylinder (resonant along the width
W), which is fed by several microstrip lines along the circumference length L
(parallel to the cylinder axis L) similar to several rectangular patches connected in
parallel). In the case of the long microstrip radiator, the number of feeds needed
to excite the TEM mode transverse to L that will effectively excite only the TMom
mode (transverse to W in free space) requires several feeds per wavelength along
the length L. This feeding technique is necessary to avoid exciting higher-order
TMpm modes. In a cavity model analysis of this antenna, the primary radiating
slots would reside along the perimeter length L (polarized perpendicular to L),
similar to a rectangular patch antenna. For the reconfigurable antenna, the TEM
mode is again excited on the line as in the long microstrip radiator; however, the
probe feed and narrow line require that the previous assumptions be reconsidered.

3.1.2 High Impedance Long Microstrip Radiators

In cases of a high impedance long microstrip radiator, where the width of the line
is very narrow and there exists only a single edge feed (probe dimensions are
comparable to the width W), the propagation along the line length L remains
TEM. When considered as a cavity, this will resemble a TMon mode. In this
configuration, the narrow line will experience the same phenomena as the patch
(e.g. length extensions, etc.), seen in Figure 2. However, the field structure will
be modified as previously stated to the extent that the slots experiencing the

- modal distribution (transverse to L) become the primary radiating mechanism due

their greater effective slot width, and the secondary slots are now ignored in a first
order analysis, opposite to the case of a rectangular patch.
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4 v , , .
Figure 2. Field distribution (top) and equivalent slots (bottom) for a 0.5 A high

impedance (left) and low impedance (right) microstrip line operating in the patch
mode. :

3.1.3 Cavity Model of the High Impedance Long Microstrip Radiator

The analysis begins first by constructing the appropriate cavities formed by all
desired variations of the antenna and resulting electric field distributions. The
geometric variations responsible for reconfiguration are created from the in-line
switches discussed in Section 2. Next, a set of appropriate wave functions is
identified for all of the cavities, which can individually satisfy Laplace’s Equation
(Equation 1) and the appropriate local boundary conditions (Equation 2). Using
these wave functions, the radiating mechanisms can be approximated using
radiating slots and a basic description of the operation with respect to frequency
can be attained.

y(V2+k*)=0with y =2 p(x) )

i’-"?.—.o (magnetic) and |ﬁ"y7(x)| =0 (electric) @)
n

To obtain the radiation characteristics of the antenna, all of the resonant behavior

found from the cavity analysis are included and projected onto the ground plane
of the antenna, as a properly phased and polarized pair (or pairs) of radiating slots.
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To analyze this behavior, a process using commercially available software has
been explored which provides a quick approximation to the radiating slots in [1,
5]. The physical interpretation of these slots is the modal distribution of the
fringing fields, or the vertical magnetic current ribbon along the dimensions of the
geometry. In conjunction with this, the microstrip structure can also provide a
quick transmission line equivalent circuit, which incorporates the cavity and
radiating slot impedance. However, the primary focus of this work will on the
radiating properties of the antenna, and a calculation of impedance will be
handled in future work.

For this particular antenna, two further steps can also be made prior to analysis
that can simplify the process. First, the antenna can be modeled as a thin
microstrip line (W < h and W << L), which can be unwrapped into linear
geometries and later re-wrapped without significantly disturbing the wave
function. It is along these unwrapped linear dimensions that the modal behavior
will be considered. Second, the SMA: probe feed used to excite the antenna can
be modeled as short circuit of the same dimension in the microstrip line in lieu of
a forced (or hard) boundary condition, and hence will resemble an electric
boundary condition in the cavity analysis when this is the case.

3.2 Endfire Configuration

The endfire configuration is examined first. With this geometry unwrapped
counterclockwise, two cavities can be formed having the lengths L; and L,,
shown in Figure 3. These represent the section of line from the open circuit to the
grounding via and the length of line from the probe feed to the open circuit at e’,
respectively. The first length L, is negligible in comparison to L, and A4, so
contributions from this cavity can be neglected in the absence of an excitation for
this section. The boundary conditions for this remaining cavity C, are magnetic at
x = 0 where the open circuit resides (standing electric field is at a maximum), and
electric at x = x; from the probe’s appearance as a short circuit (standing electric
field is at a minimum). The wave function which satisfies these two boundary
conditions is given identified in Equation 3, with L = L,. This configuration is
operated in the TMos mode.

W, (x) = cos(k,x) with k, = —';’-Z- andm=13,5,..(odd) (3
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Figure 3. Endfire (left) and broadside (right) reconfigurable radiation
configurations. The resulting cavities (top) can be decomposed into similar sets
of inner and outer slot geometries (middle), and unwound according to arrow
direction (only the general shape is shown), which can be approximated by the
cavity cross sections (bottom).

3.3 Broadside Configuration

For the broadside configuration, the geometry is unwrapped (Figure 3) such that
the probe fed section is opened up clockwise toward the negative x-axis and the
section of line with the via to ground opened up counterclockwise toward the
positive x-axis. The antenna can then be modeled as two cavities C3 and Cag,
representing the probe fed section of line of length L3 and the parasitic section of
line with the via to ground for length L. For the cavity C3 the associated
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boundary conditions are magnetic at x = O (open circuit), and electric at x = X3
(short circuit from probe), similar to the endfire configuration. The cavity Cy is
similar to the endfire configuration as well (reversed), with electric boundary
conditions (the via to ground) at x = X, and magnetic (open circuit) at x = x4. The
resulting wave function for these cavities is Equation 3 with L = L3 and Equation
4 with L = Ly for C3 and C,, respectively. Further, to facilitate a better impedance
match with these capacitively coupled lines and limit its effects on radiation, the
length L is set slightly inductive (smaller in comparison to resonant length of Ly).

v, (x)=sin(k,x) with k, = -2—'"% and m'=1,3,5,...(odd) @)

3.4 Cavity Representation of Coupling
3.4.1 Broadside Configuration

In the broadside configuration, the coupling across the contiguous spiral section
(length f, separated by s) is essential to achieving the desired operation. The
probe fed cavity Cs is coupled to the parasitic cavity C4 through the resonant
behavior along the length f (Figure 3), which is set to ~ 0.5 Ag. This behavior can
also be modeled as a resonant structure in an analysis similar to [7]. This cavity is
of length f and width s, and is formed by impressing the boundary conditions from
the two neighboring cavities, creating electric walls of width s at x3 and x4. For
these walls, it is assumed that the electric walls at x> and X3 (especially the
shorting via) will greatly influence the local field behavior across the distance s (~
0.04 A4), which will also be in the vicinity of a voltage minima when the cavity is
resonant. A magnetic wall on the surface of the substrate completes the cavity
geometry, and is created by assuming the electric field is primarily coupling in a
differential mode across s and along f (from the probe fed section to the parasitic
section). The wave function for this cavity is in Equation 5, with L = f; where
coupling is greatest when this cavity shares resonance with the other two
neighboring cavities, C; and C4. This can be extended to include a phase delay &
(Equation 6) for the argument in Equation 4, associated with the transient effects
of coupling onto the parasitic section.

v, (x) =sin(k,x) with k, = % and m=1,2,3...(all) ©)

5= | ©)
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3.4.2 Endfire Configuration

In the endfire configuration, the coupling from the contiguous portion of the spiral
(length f, separated by distance s) can also be taken into account, but the effects
are not as pronounced as in the broadside configuration. This is due to: (1) a
voltage minima (in the cavity) at the location of the short when the cavity is
resonant and (2) the isolation of the shorting via created by the open circuit at €’,
which perturbs the cavity and prevents the resonant coupling behavior seen in the
broadside configuration. However, some interaction will occur from differential
mode coupling and can be accounted for by superimposing a second wave
function in the cavity (identical to Equation 3) with the additional phase delay &
(Eq. 6) in the argument. Without the resonant coupling, the effect of the
superimposed wave function has a decreased magnitude and will be minimal. Ina
transient analysis, this interaction is responsible for the ringing this geometry
experiences, along with the higher Q (or lower bandwidth) similar to a spiral
inductor.

3.5 Reconfigured Frequency

After the appropriate wave functions have been determined, the resonant
frequencies of the cavity can be calculated. Using the wave number kn, found in .
‘the previous sections, an approximate resonant frequency can be calculated using
Eq. 7, where g, is the dielectric permittivity. Using this process in reverse
(identical to the process determining rectangular patch dimensions), one can
easily obtain approximate dimensions of similar reconfigurable antennas. A
continuation of this topic will be addressed in future work.

k=" =2rf,\[ue, Q)

4. Radiating Slots: Representation and Evaluation

To validate the cavity model and its resonant behavior of the radiation
reconfigurable antenna, a method using commercially available software has been
used. It provides an approximation to the physical mechanisms of the cavity
model that is responsible for the radiation behavior. In this approach, the
radiating slots used to represent the fringing electric fields are modeled using
features common to many full wave electromagnetic solvers. To model the slots
directly, the representative slot areas residing at the appropriate physical locations
on the ground plane can be excited as if they were radiating apertures. The
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polarization, phase and magnitude of these apertures can be tailored within the
program, and may also incorporate local boundary conditions to force the electric
field distribution in the slot to a modal (TEM behavior described in Section 3) or
non-modal profile. While this approach provides useful information about the
radiation features without including all of the geometric features, it does not
accurately model the impedance due to the amblgulty of the excitation with regard
to a specific feed location.

For this work, HFSS 9.1 has been used to model the radiating slots. Within the
framework of the software, the radiating slots of the microstrip antenna can be.
modeled as “wave port” excitations, located where the slots would be projected
onto the ground plane of the antenna geometry. To accommodate this excitation,
the ground plane of the antenna must first be extruded into a volumetric element
of finite conductivity (copper was used for this study) and nominal thickness
below the substrate. For all of the results obtained in this work, the ground planes
_ have been given a thickness of 0.25 mm. This must be done as to not allow
energy to enter or exit through the back of the wave port (passive, 1 port device).
Next, the planar geometries of the radiation slots are created on the interface
between the substrate and ground plane. These slots are then excited as a wave
port and polarized accordingly. In this orientation, the boundary conditions
around the port geometry will be electric by default due to its location on the
surface of the conductive slab. If a magnetic boundary condition is required (as is
the case with an open circuited line), a nominally small area (or appropriate
vertex) can be created and assigned as such, along the desired dimensions tangent
to the polarization of the slot.

4.1 Example: Rectangular Microstrip Patch

To evaluate the wave port representation of the radiating slots, a probe fed (probe
dimensions same as reconfigurable antenna) rectangular microstrip patch antenna
designed to operate at 5.775 GHz (L = 8.2 mm and W = 14 mm) has been
modeled and fabricated on a finite ground plane and substrate (Duroid 6006, &, =
6.15 and h = 2.54 mm). To approximate the radiating slots, the patch is replaced
by two slots (wave ports) with the appropriate orientation, spacing, and
polarization determined by the patch dimensions and cavity model. For the patch,
the field distribution within the slot is approximately uniform, so magnetic
boundary conditions are enforced at the opposing ends of each slot. The layout
for both the patch and the slots can be seen in Figure 4.
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Figure 4. Patch antenna (left) and equivalent radiating slot model using wave
ports in HFSS (right). The ground plane is light gray, the slot (wave port) is dark
gray, hatched areas outside the slot represent magnetic boundary conditions, and

arrows indicate slot polarization.

4.2 Results: Rectangular Microstrip Patch

Measured and simulated radiation patterns from this patch can be seen in Figure
5. Examination of these patterns demonstrates the wave port’s ability to provide a
good representation of the physical radiating mechanism associated with
microstrip antenna patch-mode. It should be noted that effects from the finite
ground plane are present with the wave port approximation, shown by the
development of back-plane radiation that closely matches the measured antenna
behavior. Using this as verification for the accuracy of the model approximation,
the results obtained for the reconfigurable antenna can be interpreted.
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Figure 5. Measured (black) and simulated radiating slot (gray) radiation patterns
for the microstrip patch example.

4.3 Reconfigured Radiating Slots , ‘

For the radiation reconfigurable antenna discussed in this work, an approximate
radiating slot distribution can also be obtained according to the description in
Section 3. The polarization and phasing of these slots must be representative of
the physical electric field distribution, so special attention must be given to the
individual slots to ensure the accuracy of the model. After creating these slot
pairs transverse to the length of the line segment(s) that bound the cavity or
cavities, the proper boundary conditions are created along the end of the slots
according to the cavity analysis. For these full-length slots, the modal distribution
will develop according to the imposed boundary conditions and will be used in
the following sections to model the antenna’s radiation.

5. Measured and Simulated Radiation Characteristics

Measured and simulated results for the reconfigurable antenna can be seen in
Figures 6 and 7. To achieve the reconfigured radiation over a common
impedance bandwidth, the endfire configuration is operated in the TMgs mode and
the broadside configuration is operated in the TMy3; mode (both sections). At the
corresponding frequency (~ 6.9 GHz) for these modes, both configurations will
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exhibit resonant behavior and the impedance will be dominated by the radiation
resistance of the antenna (this topic will be addressed in future work). In both
configurations, the measured and simulated radiation patterns have been
normalized independently and show good agreement between the simulated
equivalent slots and the measured results. ‘In Figure 6, the results for the endfire
configuration show the development of nulls in the broadside direction that are
very close in depth and direction. In the dominant polarization Es, the agreement
is very close. In the orthogonal polarization E,, the level of agreement between
the simulated and measured is not as precise, but the general characteristics and
shaping of the radiation is similar. This effect on the non-dominant polarization
can be attributed to the idealistic conditions of the two parallel slots with opposite
tangential polarizations, which does not completely model the interaction of those
fringing fields. Specific to this case, the superposition of the fields with ideal
slots effectively cancel each other better in the far field, more so than the
fabricated antenna.  Additionally, no corner effects are captured in this
configuration as the modal field distribution has maxima along the straight edges.
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Figure 6. Measured (black) and simulated radiating slot (gray) radiation patterns
for the endfire configuration.

0

In the broadside configuration (Figure 7) the general behavior of the radiating
slots accurately describes the antenna. In this case there exists the effects of
fringing fields (e.g. the tilting of the beam) associated with the coupled line
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section. In this configuration the electric field distribution is shifted by 0.25 Ag
due to the shorted section (with respect to the endfire configuration) that creates
maxima located closer to the corners of the antenna, providing a slight imbalance
in the field distribution between the inner and outer apertures. This effectively
keeps the opposing polarizations from completely canceling each other (as in the
case of the endfire configuration) and creates the broadside radiation
characteristics.
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Figure 7. Measured (black) and simulated radiating slot (gray) radiation patterns
for the broadside configuration.

6. Conclusions

In this work we have applied the cavity model originally developed for
rectangular patch antennas to a thin line (W << L) spiral microstrip radiation and
frequency reconfigurable antenna. A method for approximating the radiation of
the cavity model for complex geometries has also been successfully explored
using commercially available software, and has been used to verify the operation
of the antenna in a higher order patch-mode. With this knowledge of the physical
radiating mechanism, scaling in both substrate and frequency can be achieved.
Future work will focus on the development of design equations based on the
fundamental cavity relationships obtained from this analysis.
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Abstract: Hardware for a 32-channel digital beamforming (DBF) receive
array operating at X-band with 15 MHz instantaneous bandwidth is
presented. The digital receive system consists of a 32-channel processor
backplane with 9 field-programmable gate arrays (FPGAs), 1 GB of RAM,
and a USB 2.0 interface for applying digital complex weights in real time and
transferring multi-beam digital data to a remote computer. A plug-n-play
architecture is employed with 32 identical X-band_digital receive modules

_ that plug into the processor backplane. The receive modules each contain a

single-stage downconverter tunable throughout the X-band range, an A/D
converter, and an internal FPGA that implements a digital equalizer and a
digital demodulator to generate I/Q baseband data. In principle, the DBF
processor can be re-used in such a way that the X-band receive modules are
replaced with other receive modules, such as those operating at UHF, L-band
or EHF frequencies. Scalability features have also been designed into the
DBF processor so that a larger array can be built by stacking multlple DBF
arrays side-by-side.

1.0 Introduction

Digital beamforming (DBF) is becoming increasingly popular for phased-array
radar and communications applications [1-2]. Advantages include multiple

- simultaneous beams on receive, ultra-low sidelobes through the use of dynamic
~ calibration, jam suppression, etc. Multi-function apertures are also enabled by

DBF technology. Multiple simultaneous narrow-beam communications channels
could exist at the same time on different beams. Multiple-input multiple-output
(MIMO) communications utilize multiple beams for increased efficiency [3].
Radar and communications functions could also potentially be performed
simultaneously using the same aperture.

There is a big push to reduce the number of antennas on airborne, ship-based and
vehicular platforms, so a single aperture that can perform multiple functions is

- quite attractive. Satellite-based radar and communications antennas also benefit
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from DBF. The ability to rapidly re-configure the multiple aperture beams adds a
high degree of flexibility and allows the most effective utilization of a valuable
antenna aperture for both military and commercial applications.

Despite the numerous advantages of DBF, there are still a number of challenges
associated with the implementation of this technology. The biggest technical
obstacle is cost. At X-band, implementation of a DBF receiver requires a
downconverter and A/D for every channel. Generally speaking, the cost of
~ implementing DBF at the element-level (downconverter and A/D at every
element) for a moderate-sized array of 1000 elements is prohibitive for all but the
 most critical applications. For this reason, DBF may more practically

implemented at the sub-array level. Although sub-array DBF still requires phase-

shifters at the element-level, the cost is substantially reduced. :

There are also a number of technical issues associated with the implementation of
" DBF. The first is the implementation of a downconverter and A/D at every
channel. At low frequencies (UHF and possibly L-band), direct sampling of the
RF signal is possible. At X-band, a downconverter is necessary to shift the RF
signal frequency within the range of the A/D. This means that local oscillator
(LO) signals must be provided to each channel. A single-stage downconverter
requires only one LO, but the dynamic range is limited due to spurious image
tones. A two-stage receiver would typically have more performance, but requires
two separate LO signals to be routed to every input channel. Plumbing the various
LO signals in coax is less than desirable. Another hardware option is to implement
a frequency synthesizer for every input channel, phase-locked to a common low-
frequency source. This cuts down on the RF plumbing, but adds to the hardware
complexity.

In addition to the downconverter and A/D required at every input channel, a
digital processor is required in order to perform the actual digital beamforming.
The use of field-programmable gate array (FPGA) hardware makes the processor
implementation practical and allows many of the details of the actual
- beamforming to be implemented in firmware. Nevertheless, there are many details
associated with the data timing and synchronization that must be carefully
considered. Very careful attention to circuit layout must be considered due to the
number data busses and the potential for cross-talk and simultaneous switching
noise problems. ' :

Although many high-performance FPGAs are available with over 1000 pins, the
/O pins get used up quickly by the input channel data, output data, and control
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busses. The DBF hardware that we present here uses parallel busses for the input
channels and output beams. As a result, we were limited to 4 input channels per
FPGA, and multiple FPGAs were required to implement the full array with 32
input channels. A total of 9 FPGAs were used on our DBF processor, 8 for
performing the beamforming (CMULT FPGAs), and 1 more (TCOP FPGA) for
directing the data to RAM and the output interface. Synchronizing multiple
FPGAs in real-time is a challenging task, but if feasible if the clock and data lines
are implemented correctly in hardware.

In our previous paper [1], the design of our 32-Channel DBF receive array was
discussed. The concept of a “plug-n-Play” array presented, where the receive
modules are form-fit to a 4x4 subarray of X-band elements, and located directly
behind the array. At that time, the DBF modules were fabricated but not tested,
and the DBF processor was not built. All of this hardware has since been built,
tested, and delivered to the Government. While we do not yet have antenna
patterns to show, we have collected measurement data from the DBF modules and

" processor hardware on the benchtop, and show that the hardware performs as
_designed. The antenna pattern measurements will be deferred to another paper,

once we have had a chance to perform the full-system measurements with an

~antenna array.

2.0 Plug-n-Play Architecture

Figure 1 illustrates the architecture of the 32-channel DBF receive array. A total
of 32 X-band digital receive modules sit behind a 512-element aperture of
microstrip patch elements. Although the modules physically fit beneath a 4x4
group of array elements, each module is electrically connected one to a column of
16 elements. In this manner, the digital beamforming is performed in azimuth
only. Mechanical scanning may be used to scan the elevation direction if

- necessary.

The 32 modules also plug directly into a DBF processor backplane that also sits

beneath the footprint of the 512-element array. Digital data is passed from the -

digital receive modules to the DBF processor, which is responsible for performing
the actual beamforming operations. A remote computer connects to the processor
to control the array and to extract digital beam data. :
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Figure 1: Illustration of digital beamformmg (DBF) plug-n-play array
configuration.

3.0 X-Band Digital Receive Modules

The digital receive modules shown in Figure 2 consist of an RF downconverter
and a data acquisition module (DAM). The RF inputs to this module consist of a -

'LO input tunable over 8 — 12 GHz and the RF input. A digital connector is
provided at the bottom of the module to supply power from the DBF processor as
well as to provide digital control signals. Digital data is extracted through this
same connector.
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3.1 RF Downconverter

Figure 3(a) shows a picture of the RF downconverter consisting of the RF and IF
sections sitting side-by-side. The blue coaxial cable connects the IF output to the
digital section on the bottom side. The downconverter employs a single-stage
image-reject mixer architecture to simplify the RF electronics and minimize the
required LO plumbing. A block diagram of the RF downconverter signal chain is
shown in Figure 4. '

Figure 3(b) shows the upper and lower sideband outputs (USB/LSB) from the RF

downconverter as the LO is tuned across the 8 — 12 GHz band. The difference
between the USB and LSB signal levels indicates the image rejection of about 18
dB in the center of the band. Typically, the LSB signal is terminated in 50 Ohms,
and the USB signal is fed to the IF amplifier/filter chain. Our measurements
indicate approximately 90 dB of dynamic range from the minimal detectable
signal (MDS) to the 1dB compression point.

) Image-
LNA RF RF Quad Reject IF Quad IF Amp IF Filter

: ~ MMIC  Filter Hybrid  Mixer Hybrid 4
B % L IF Out
IFIn (to A/D)

H

- Figure 4: Block diagram of the RF downconverter signal chain.

3.2 Data Acquisition Module (DAM)

Figure 5 shows a photograph of the top and bottom sides of the DAM board. A
block diagram of the data flow is shown in Figure 6. The IF data is sampled with a
14-bit A/D at 60 MHz. Data is then passed to an Altera FPGA which performs
real-time equalization of the channel followed by a digital demodulation. A 10-tap
non-symmetric FIR equalization filter is used to calibrate out any channel-to-
channel amplitude and phase deviations as a function of frequency.
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Figure 6: Block diagram of DAM data processingl

4.0 DBF Processor

Figure 7 shows a block diagram of the DBF processor. There are a total of 8
complex multiply (CMULT) FPGAs, each of which accepts 4 input channels
(digital receive modules). Each CMULT feeds its 4 parallel output beams to the
adjacent CMULT, with the exception of the last one, which feeds to the traffic-
cop (TCOP) FPGA.

Beam input and output connectors are present at the beginning and the end of the
CMULT chain to allow additional DBF processors to be used in a scalable array.
Alternately, the beam output connector can be used to connect to an external
RAID array for real-time data storage.
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The TCOP FPGA accepts data from the CMULT chain and directs data between
the SDRAM and a USB 2.0 interface. The real-time data rate is: :

Output Data Rate= 60 MHz x 4 Beams X 16 bits= 3.84 GBPS

The USB 2.0 interface is only capable of a maximum of 480 MBPS. Hence, data
needs to be stored in SDRAM and buffered out through the USB 2.0 interface for
quasi-real-time operation. In a radar application, data could be collected, stored,
and transferred between every transmit pulse. If real-time data is required, a
daughter card could be connected to the beam output connector with a fiber-
channel connection to a RAID array.

4 Input 4 Input 4 Input 4 Input
Channel Channel Channel Channel
LA A A 4 YVYVYYVY
CMULT - | CMULT CMULT CMULT
I-» FPGA [P FPGA FPGA [P ©®@® P £pGA
4 Output Beams
Beam * *
Input
USB 2.0 TCOP | g p| SDRAM Beam
Laptop

Figure'7 : Signal flow bldck diagram of DBF processor.

Figure 8 shows several pictures of the complete DBF processor unit. In (a), the top
side of the bare board is shown with 5 digital receive modules populated. In (b),
the bottom side is shown, with the various FPGAs, USB chip and SDRAM. A 3D
CAD drawing is shown in (c), while a photo of the complete DBF processor is

. shown in (d).
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Figure 8: DBF processor. In (a), the populated board is shown outside the
processor housing with 5 digital receive modules plugged in. The 32 module
connectors are visible in the photo. In (b), the bottom side of the processor is
shown, along with the 9 FPGAs. A 3-D CAD drawing is shown in (c), while a
photo of the fully-populated DBF receiver is shown in (d). -

Figures 9 and 10 below show the output of the DBF processor hardware for a
simple 2-channel beamforming test case. Two DAM modules without the RF
downconverters were inserted into two DBF processor slots. A 1 MHz signal was
fed to a power splitter and injected directly into the DAM IF inputs.

In the beamformer, one channel was supplied a unity DBF weight, while the
second channel was assigned a complex weight that varied with time about the
unit circle with unity amplitude. Figure 9 shows the time-domain results, while
Figure 10 shows the frequency-domain amplitude and phase of the beamformer
output. Also shown in Figure 10 are the beamformer weights vs time.
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" Figure 9: Time-domain data representing I and Q components at the output of the
two-channel digital beamforming operation. One channel’s beamforming
coefficient is fixed with a constant amplitude of 1, while the second channel’s
complex coefficient rotates with time around the unit circle in 90-degree intervals.
The coefficients are shown in Figure 10 below.
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Figure 10: Time-domain data representing the magnitude and phase from Figure
9 at the output of the two-channel digital beamforming operation. One channel’s
beamforming coefficient is fixed, while the second channel’s coefficient changes
with time.
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5.0 Conclusions

A 32-Channel DBF receive array has been designed and fabricated. Preliminary
test data indicates that the hardware is performing as designed in all respects.
Further tests including antenna pattern measurements are underway. Software
development to enable all of the hardware features built into the DBF array
continues as well.
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Non-Foster circuit elements (Non-Foster Circuits
were first used circa 1930 to offset loss in long
distance telephone lines) open a new capability for
arrays. These elements can be used in matching
(positive capacitance) or in coupling of contiguous
collinear dipoles (negative inductance) in a planar
array. This paper compares the two over a 10:1
frequency range. A square array of dipoles is
modelled, with dipole lengths from .05A to .5A. A
Moment Method simulation of a 20 x 20 array, with and
without ground screen provides current distributions,
Scan Impedance, and Scan Element Pattern (gain per
element). At mid and low band the Non-Foster coupling
provides current continuity across the array, thus
approaching for the first time the ideal current sheet
Gedanken of Wheeler. Plots of Scan Element Pattern,
current distributions, and Smith Charts of Scan

Impedance are shown.
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1.0 INTRODUCTION

We antenna engineers have done what is possible by
rearranging the wires; future significant advances will
come through use of new low loss materials, and through
use of circuits. Circuits that'produce negative
inductance or positive capacitance can be used to
offset the normal behavior of antenna impedance with
frequency. These impedances are Non-Foster, as they
circle the Smith Chart with frequency the wrong way.
Thus they violate Foster’s reactance theorem for
passive circuits. Such circuits are also called
Negative Impedance Converters (NIC). NICs were used
prior to World War II for reducing loss in telephone
equipment. Positive feedback is used to obtain these
properties. As shown in [1], the transistor quickly
replaced the vacuum tube in NIC circuits. Applications
include raising the Q of filters using negative
resistance; and negative and positive inductors at
microwave frequencies, where conventional inductors are
less attractive [2, 3]1. The MTT Transactions contains
many papers on filter applications. See [4] for an
extensive reference list. Papers on NIC topology
include [5-6]. These concepts were applied to antennas
by Mayes and Poggio in 1970. Negative impedance units
were placed in series at several locations with the
arms of a dipole [7-8]. This work was extended in a MS

thesis under Mayes [9], using Op Amps. Subsequently,
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transistorg with much improved characteristics became

available, allowing operation at microwave frequencies.

A large planar array of dipoles, with and without

a ground plane, is simulated by the Moment Method.

This simulation provides current distributions on the
dipoles, Scan Impedance, and Scan Element Pattern [10].
Computer simulation is important as it is difficult to
measure Scan Impedance [11l]. All elements must be
excited with the appropriate amplitude and phase, but a
direct measurement requires a technique such as the

load pull method recently suggested [12].

2.0 THE COMPUTER SIMULATION

The array is square, with N elements per row and N
columns; the dipoles are equi-spaced. Dipoles are
moderately fat. Piecewise sinusoidal expansion and
test functions are used in a Galerkin Moment Method
formulation. Because all dipoles and images in the
array are straight and parallel, the Carter mutual
impedances are used. A double precision version of a
compact code [13] is used; requisite Sine and Cosine
Integrals are computed using a double precision routine
involving Chebyshev polynomials [14]. The array
lattice is square, and the dipole length equals the
lattice spacing. Each dipole has a feed point at its

center. Contiguous collinear dipole ends are open
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(matching case), or connected by a negative inductance
(coupling case). Ground plane effects are simulated by
out of phase images as usual. All dipoles are excited
with unity amplitude; drive phases correspond to
scanning in any desired plane. The matrix equation
consisting of this drive voltage vector and the array
impedance matrix is solved for the current vector.

From this, the Scan Impedance is immediately available.
Scan Impedance behavior is critical, as any impedance
mismatch to the transmitter or receiver results in a
loss of gain. For the finite arrays the Scan Impedance
is obtained directly from the currents. Scan Element

Pattern is obtained by calculating radiated power and

the array pattern.

As mentioned, measurement of Scan Impedance is
difficult but in a computer model all quantities are
available. The load resistance is applied at the
center (feed point) of each dipole and is added to each
feed self impedance term. Total power is calculated by
taking the real part of the summation of VI* over the
current at the center of each piecewise sinusoidal
expansion function. Load poﬁer is found from the
summation of II* over the dipole feed points,
multiplied by the load impedance Z, (real). Finally
radiated power is equal to total power minus load
power. Scan Element Pattern (gain per element) is

calculated from the intensity at the main beam peak,




divided by radiated power, times the impedance mismatch
loss (1 -|r'|?), divided by the number of elements. All
calculations are in double precision. Results of the
code are validated against codes for conventional
dipole arrays by inserting large values of resistance
(10° ohms) in place of the coupling impedances, thus
simulating a conventional planar array. The simulation
code allows results to be calculated for a number of
angles with a specified feed spacing, or for a number
of feed spacings in wavelengths at a specific scan
angle. Parameters calculated are the magnitude and
phase of a current distribution along the wire, the
impedance at the center element and the gain per

element (Scan Element Pattern).

Six piecewise sinusoidal expansion and test
functions are used per dipole; expansion functions
extend across one dipole to the next contiguous dipole,
allowing current to flow between dipoles. Thus a row
of 10 collinear dipoles utilizes 59 unknowns. The 20 x
20 array has 119 unknowns per row, for a total of 2,380
unknowns. Calculations are made for a 10:1 bandwidth,
for dipole lengths from .05k to .5A. Thus the array
length over the bandwidth, is 1 to 10 wavelengths, for
the 20 x 20 array. Fig. 1 Sketches a portion of the
dipole, and expansion functions, in one row of the

planar array.
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Adding the load resistance to the feed terms in
the impedance matrix makes no difference in dipole
arrays. However for connected arrays, it does markedly
change the shape, magnitude and phase of the currents,
and the Scan Impedance and Scan Element Pattern. This
is probably due to the resonant edge currents on
connected arrays as seen in the current amplitude plots
that follow, and the ability of currents to flow from

one feed to another.

The expectation is that the array will be multi-
octave, so the center frequency is chosen such that the
dipoles are A/4 long, allowing an octave up to A/2
length, and one or more octaves to .125). and shorter.
Grating lobes appear above .5\ length upon scan, so .5\
is a useful upper limit. Dipole length/diameter is
125; for 6 segments per dipole this allows segment
length/diameter to be a comfortable 10.4.

3.0 NON-FOSTER MATCHING

It took a few years for Non-Foster concepts to
penetrate the antenna community; applications were
matching of electrically small antennas. The paper by
Bahr [15] was followed by patents by Albee [16], Ryan
[17], Baekgaard [18], Sutton [19], and Skahill, Rudish,

and Piero [20, 21]. This paper is concerned with
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phased arrays, a more complex problem.

In a large array of dipoles the broadside Scan
Resistance is nearly constant over many octaves [221,
thus it is only necessary to match out the reactance
change with frequency. This reactance is of course
negative (capacitance), so a Non-Foster match using

positive capacitance will provide an excellent match

over a wideband.

Using dipole length of .25) as band center, the
reactance at each dipole feed is calculated. An equal
positive reactance, varying inversely with frequency,
is applied at each feed point. The Z, used is that
found for .25A. Fig. 2 shows Scan Element Pattern at
broadside for a 10:1 frequency range, with dipole
lengths from .05A to .5h. SEP includes impedance
mismatch. The dashed line represents area gain.
2nA/N?A\? = 1.96 dB, where the array is N x N. When a
ground plane is added the Scan Resistance is no longer
nearly constant. It decreases as £?. Fig. 3 shows

Scan Element Pattern for this case.

The current across the center row of the array is

shown in Fig. 4 for A/2. As expected each dipole has
essentially the current shape that an isolated dipole

has. At the bottom of the 10:1 band the .05k dipoles
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show the triangular current distribution, see Fig. 5.
Later these current distributions will be contrasted

with those for the Non-Foster coupled array.
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4.0 NON-FOSTER COUPLING

At frequencies where the dipoles are short, with
each having a large reactance, it is desirable to
couple contiguous collinear dipoles so as to make each
collinear row a single longer dipole. As the frequency
increases toward dipole half-wavelength, the dipoles
work well when unconnected. The coupling then should
be a negative inductance [23]. Scan Reactance (at
broadside) is matched for dipole length A/4; the
matching reactance is -429 ohms. Fig. 6 shows Scan
Element Pattern over the .05\ to .5A band of 10:1. It
is remarkable that the performance is very close to
area gain per element over most of the band, with only
a 2 dB drop at the upper end. ‘These results used a
characteristic impedance of 200 ohms; for reactive
'coupling this provides best overall performance. The
Non=Foster negative inductance cancels the Scan
Reactance except near A/2 where the Scan Reactaﬁce no
longer varies as 1/f. When a ground plane is added the
performance below about .2) drops as expected. Near

'.5) the performance is improved, as seen in Fig. 7.

Fig. 8 shows the Smith chart locus, and the VSWR
is below 2 over an 8:1 bandwidth, starting at .05\ up.
When the ground screen is added the impedance is poor

at low frequencies, as seen in Fig. 9. Now the VSWR is
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below 2 over a 2.5:1 bandwidth, starting at .5\ down.
The concentric circles represent

VSWR 2 (.51 dB loss), VSWR = 3 (1.25 dB loss), and

VSWR 5 (2.55 dB loss). Scan Impedance is critical,

as studies have shown that SEP is approximately given

by area gain decreased by the impedance mismatch loss.

Plots of the current distribution along the center
row are illuminating. 1In Fig. 10 for dipole length
.05\ the current is nearly constant over the entire 1L
long array. Thus the Non-Foster coupling does indeed
produce the Wheeler current sheet [24] at low
frequencies. Fig. 11, for .1A dipoles, shows a modest
dip, but the current continuity is maintained. Finally
at .5\ dipole 1ength, the results are close to isolated

dipole currents, except for some edge effects [25].
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5.0 CONCLUSIONS

Use of Non-Foster matching and coupling elements
to make a phased array broadband have been compared.
Although the Non-Foster matching is more attractive, as
each element will be connected to a preamp/poweramp
module which could contain the Non-Foster circuit, the
Scan Element Pattern performance is less good than that
of the Non-Foster coupled array. Without screen the
coupled array shows a 10:1 bandwidth for VSWR < 3. The
coupling produces a continuity of curreﬁt at low
frequencies, that improves gain, and for the first
time, approximates the current sheet antenna usedbby
Wheeler as a scan gedanken. Clearly the Non-Foster
coupling is superior to Non-Foster matching, and allows
) multi-octave performance. With screen a drop off
occurs at the low end of the band, but it is less than

that for the Non-Foster matched array.

Future work should be on the Non-Foster circuits:
system trades on dynamic range (IP2 and IP3), noise
figure, stability criteria, and use of switching (Class

E) amplifiers to increase DC efficiency.
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POLARIZATION CHARACTERIZATION OF
WIDEBAND ARRAY ELEMENTS

Joel C. Roper, R. Thomas Dover
Raytheon Space and Airborne Systems
Advanced Products Center, McKinney, Texas

Abstract

As the need for wideband phased array apertures has grown, so has
the need for understanding their polarization properties over scan volume.
This paper describes the measurements and analysis of the antenna elements
of a dual-polarized decade (10:1) bandwidth flared notch array. The element
pattern measurements covered a large scan volume at a fine frequency
increment. The analysis focused on the polarization characteristics of the
tapered notch array element. Most elements change polarization with scan,
and the notch element changes more than most due to the geometry of the
currents on the notch. For most applications, this change of polarization
with scan angle is acceptable. Of specific interest for this study is the
orthogonality of the dual-polarized notch elements over the scan volume.

1. Introduction

The DARPA Reconfigurable Aperture (RECAP) Program funded
Raytheon to develop a decade bandwidth phased array antenna. The need was for
a wideband phased array aperture for both government and industry applications.
Multi-mission roles from a single aperture required an array that either achieves
wide instantaneous bandwidth or that can be quickly reconfigured. After
investigating both options, Raytheon chose to pursue the wide instantaneous
bandwidth approach. As part of this program, Raytheon engineers developed a
new design process that allows substantial increases in the bandwidth of tapered
notch elements. The result was the Decade Bandwidth Tapered Notch Array
(DTNA) [1].

Raytheon built a Demonstration Array based on the DTNA design. What
is unique about this array is that it achieves a 10:1 bandwidth over a wide scan
volume (£60° E- and H-plane) with dual-polarized elements. The scan impedance
of the element in an infinite array as predicted by the HFSS model is shown in
Figure 1.
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Figure 1 - HFSS Predicted Scan Impedance

The demonstration array consists of 32 x 64 dual-polarized elements
housed in a rigid mounting fixture. A single row of elements along the centerline
of the array was connectorized (both polarizations) and the remaining elements
were terminated. The measured swept gain for this linear array of the V-polarized
elements at boresight is presented in Figure 2.
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Figure 2 - Measured Swept Gain

2. Measurement Plan

The purpose of the measurements was to characterize the RECAP Demo
Array elements over scan volume and frequency range. So the element patterns
only (no array patterns) were measured. The measurement consisted of conical
azimuth cuts over £90° in 1° steps (¢ coordinate) at multiple elevation angles
from —20° to +60° with steps ranging from 2.5° to 10° (8 coordinate) — see Figure
3.
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Figure 3 - Angular Definitions

The frequency plan ranged from 2 to 18 GHz in 50 MHz increments (321
frequencies). The range source polarizations were Vertical and Horizontal. Both
amplitude and phase were recorded at every position and frequency.

For these measurements, four pairs of center elements and eight pairs of
edge elements were selected. The array elements are numbered horizontally from
1 to 64. The center elements selected were 25, 29, 32, and 36. On the edges,
elements 1-4 and 61-64 were chosen (see Figure 4).

Frontal View of Array

m N ]
' : _ ,/4'

1,2,3,4 25,29.32,36 . 61,62,63,64

Figure 4 - Array Element Selection

232




The angles presented with the data are positioner angles. In Azimuth, the
positioner angles are the negative of the antenna angles. In Elevation, the
positioner angles are the same as the antenna angles.

3. Embedded Element Patterns

Patterns were measured on the array as described in the previous section.
This data was combined in a number of different ways, the first of which
produced the embedded element gain. The embedded element gain plots illustrate
the swept gain for different azimuth angles at a fixed elevation angle (in this case,
0°). The embedded element patterns show the array main beam gain roll-off over
scan angle and demonstrate all of the mutual coupling effects.

This data is compared to the HFSS (infinite array) prediction for a center
element (32) in Figure 5. As can be seen, there is excellent correlation between
the measured data and the HFSS prediction. The "V" indicates a vertically
polarized element, and the "H" denotes a horizontally polarized element. The
actual measured peak gain is nearly 5 dBi at the highest frequency, as expected,
where element spacing is approximately A/2. Peak element gain at the lowest
frequency is 15 dBi, as expected.

Measured — 32V HFSS Measured - 32H

» Elenent I2H - Elevation O deg - deal

Element 22V - Elavation D deg - ideal

Frequency (GHz)
a

® & 40 2 0 B N @ &
Azimuth Angle

Figure 5 - Embedded Element Gain

The measured embedded element gain for the edge elements (Figure 6)
shows the edge effects that begin to alter the pattern at the larger scan angles.
However, the overall pattern level remains high for these elements.
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Additionally, from the embedded element gain data, azimuth cuts at
selected frequencies at 0° elevation were extracted for both center and edge
elements. These patterns are plotted in Figure 7 and Figure 8. The difference in
gain for these cuts is because the gain varies as a function of frequency. Notice in
the edge element patterns how the pattern is altered in the direction of the edge of
the array.
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The embedded element patterns (in dBi) for a pair of center elements at
selected frequencies are presented in Figure 9 and Figure 10. These are k-space
representations of the measured azimuth v. elevation data. The amplitude scale is
consistent for all of the plots. These well-behaved patterns indicate the broadband
nature of the RECAP array element.
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Figure 9 - Embedded Element Patterns (2-6 GHz)
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Figure 10 - Embedded Element Patterns (10-18 GHz)

4. Orthogonality Analysis

The analysis focused on the polarization characteristics of the dual-
polarized tapered notch array element. Most elements change polarization with
scan, and the notch element changes more than most due to the geometry of the
currents on the notch [2]. For most applications, this change of polarization with
scan angle is acceptable. Of specific interest for this study is the orthogonality of
the dual-polarized notch elements over the scan volume.

The Orthogonality analysis encompassed three main divisions: Cross-
polarization Discrimination, Axial Ratio, and Orthogonality.

The Cross-Polarization Discrimination (XPD) analysis illustrated the shift
in the element polarization as a function of scan angle as is typical of flared-notch
radiators. The Axial Ratio analysis explained the nature of this polarization shift.
The Orthogonality analysis proved that the two physically orthogonal elements
remain electrically orthogonal throughout the scan volume.

4.1 Cross-Polarization Discrimination

Cross-polarization discrimination is defined as the ratio of the signal level
at the output of the receiving antenna that is nominally co-polarized to the
transmitting antenna to the output of the receiving antenna that is nominally
orthogonal to the transmitting antenna [3].
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XPD plots are presented in colored images of azimuth vs. elevation. The
XPD of the RECAP tapered notch array can be misleading if left to stand on its
own. Taken together with the axial ratio plots, it hints at the orthogonal
characteristics of the DTNA element. (The orthogonality of this element is
described in Section 4.3 of this report.)

The measured XPD data is compared to the HFSS predictions at five
frequencies with good correlation (Figure 11). Negative (red) values indicate that
the “cross-pol” term is higher than the “co-pol” term. In fact, though, it is simply
a matter of the polarization shifting away from linear to elliptical.

. _"“Measured - 32_y

Figure 11 - Cross-Pol Discrimination

4.2 Axial Ratio

Axial ratio quantifies the shape of the polarization ellipse and is computed
from the circular polarization (CP) component magnitude (IEEE Std 149-1979)
[4].
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R @
ERO - Ew
For left-hand (LH), R < 0.
For right-hand (RH), R > 0.
At the extremes are
LHCP (Eo=1, Ero=0)
Linear (Ero=1, Ego=1)
RHCP (E10=0, Ero=1).
The tilt angle (T) of the polarization ellipse is defined as [5]
2E E_ cos(A
T=—7£—ltan'l x 2y E ¢)
2 2 E -E; 3)

where
Ap= ;- &

Axial ratio plots are presented in colored images of azimuth vs. elevation.
This data is compared to the HFSS predictions at five frequencies with very good
correlation (Figure 12). In this case, the HFSS model corresponds to the H-pol
measured element. For all plots, the scale ranges from —1 (LHCP - red) through O
(Linear - green) to +1 (RHCP - blue). The plots indicate that the V- and H-pol
elements have relatively orthogonal elliptical responses off of the principal
planes, as discussed in the next section. In other words, when the V-pol element
goes to red (left-hand), the H-pol element goes to blue (right-hand).




Measured - 32V

Figure 12 - Axial Ratio

4.3 Orthogonality

Notch-type elements do not remain linearly polarized at angles off of the
principal planes. Off of these planes, the polarization of these elements becomes
elliptical, thus causing the (linear) XPD levels to change significantly. By
computing the Axial Ratio of these elements, it becomes obvious that the element
becomes Left-Hand (LH) polarized along one diagonal and Right-Hand (RH)
polarized along the other. In the dual-polarized RECAP array, the orthogonal
orientation of the V and H elements causes the V element to be RH when the H
element is LH, thus maintaining a high degree of orthogonality.

Polarization orthogonality is important over the scan volume. On a
receive antenna, orthogonal components allow the antenna to receive any
incoming signal polarization. In transmit mode, two orthogonal components
allow the antenna to provide any required polarization by setting the relative
amplitude and phase of the element V and H pair.

This orthogonality is quantified by computing the polarization efficiency
of the two elements from the axial ratios and tilt angles [6].
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_1_4R,R, +(R2~1fR% ~1)cos(2A7)
P=3" 2(R2 +1)(R? +1) @)

Where

Ry is the axial ratio of the V-pol element
Ry is the axial ratio of the H-pol element

AT= Ty — 1y + 72.

ortho = 10*logo(p) (5)

For orthogonality purposes, this data is interpreted inversely of typical
polarization efficiency:

p = 1.0 (ortho = 0 dB) is worst case.
p =0.0 (ortho = -e= dB) is best case.

Orthogonality plots are presented as colored images in k-space in 1 GHz
steps (Figure 13) for the entire measured volume (#90° azimuth, -20° to +60°
elevation). The orthogonality values are generally very good except at the outer
edges of the measured volume (+90°), but this is beyond the desired scan volume
(£60°). At the low end of the band (2 GHz), the orthogonality values, while still
acceptable, are not as good as at the higher frequencies. This may be due to the
size of the demonstration array, which is shorter than 4) below about 2.1 GHz,
thus not meeting the criteria set forth by Chio, et. al. in [7].
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Figure 13 - Orthogonality in 1 GHz Steps

The Cumulative Distribution as a function of scan volume (£60° in both
azimuth and elevation) was computed across the entire frequency band. Plotted in
Figure 14 are the 75% and 95% lines. There is some variation with frequency in
this data, but overall, 75% of the scan volume maintains better than —15 dB
orthogonality. With the exception of one glitch, 95% of the scan volume
orthogonality is better than —10 dB and is typically better than —13 dB. For ESM
applications, orthogonality levels on the order of —5 to —10 dB are generally
deemed acceptable.
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Orthogonality v. Frequency at Different CDF Levels
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Figure 14 - Cumulative Distribution of Orthogonality

5. Summary and Conclusions

At the conclusion of the test, conical patterns at 13 elevation angles had
been measured over the 2-18 GHz band. In total, approximately 250,000 patterns
were gathered.

Analysis included embedded element gain and patterns, followed by cross-
polarization discrimination, axial ratio, and orthogonality calculations.

The Raytheon RECAP array elements maintain excellent patterns over the
2-18 GHz range and #60° scan volume. The measurements also confirmed the
HFSS infinite array predictions through excellent correlation with the
demonstration array.

Both measured and calculated data clearly demonstrate that the RECAP
element polarization response shifts from linear to elliptical as a function of scan
angle and frequency (typical of flared-notch elements). This dual-polarized
element maintains excellent polarization orthogonality, however, throughout the
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scan volume and frequency range. This polarization characteristic meets the
requirements of most applications.

6. Appendix

6.1 Data Display Methods

These measurements generated a huge amount of data, and one question
that emerged was how to display the results in a meaningful manner. Several
methods are presented to solve this. All processing was performed on a PC
running MATLAB.

The first method is the Embedded Element Gain, which illustrates the
swept gain of the element in the array for different azimuth angles at a fixed
elevation angle. This is displayed as a colored image plot of element gain on an
azimuth v. frequency axis.

A similar method was employed for the Embedded Element Pattern plots.
But in this case, the element gain is plotted as a color image on an azimuth v.
elevation (or kx v. ky) axis. The Cross-Polarization Discrimination (XPD), Axial
Ratio, and Orthogonality plots were all generated in this fashion.

The biggest challenge was how to display the 4-dimensional data, such as
XPD v. azimuth v. elevation v. frequency. To solve this problem, a series of 3-D
plots (XPD v. azimuth v. elevation) was generated for all frequencies. Each plot
was stored and then sequenced together in a movie file. The movie files were
then converted into AVI files to be inserted into PowerPoint. This allows the user
to observe frequency-related changes that occur in the data without having to
view all 321 plots individually.

Additionally, the 4-D orthogonality data was histogrammed to compute
the cumulative distribution across scan volume for all frequencies. A contour plot
of this data was generated with contour levels of 75% and 95%.
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